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Abstract

A method to investigate the fracture of a single grain boundary in ductile metals is developed based on micro-cantilever bending 

experiments. The plastic deformation of the cantilevers is predicted by a finite element crystal plasticity model which is calibrated 

making use of micro-compression experiments on single crystalline micro columns. The fracture parameters of a grain boundary are 

then determined in terms of a cohesive zone model.

Bruchversuche an einzelnen Korngrenzen in duktilen Metallen

Zusammenfassung

eine Methode, zur Untersuchung des Bruches einzelner Korngrenzen in duktilen Metallen, wurde auf Basis von Biegeversuchen an 
Mikro-Balken entwickelt. Die plastische Deformation der Biegebalken wurde mittels eines Finite elemente Kristallplastizitätsmodells 
vorhergesagt, welches mit Hilfe von Druckversuchen an einkristallinen Mikrosäulen kalibriert wurde. Die Bruchparameter der Korn-
grenzen wurden dann im Rahmen eines Kohäsivzonenmodells bestimmt.
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Abstract

The fracture toughness of metals is significantly reduced when intergranular fracture
is involved in the propagation process of a crack while the structure of the grain
boundaries determines their resistance against fracture. Thus, relations between
the grain boundary structure and the macroscopic fracture toughness need to be
established to improve predictions of the fracture process.

Within this work a test method was developed to fracture single grain boundaries
in a plastically deforming metal. This method is based on a micro-cantilever bending
technique. The aluminum-lithium alloy 2198 was chosen as a model material due
to the morphology of the microstructure which provides flat elongated grains. The
grains of this alloy were plastically deformed prior to the fracture of the grain
boundary. However, the grain boundary showed brittle fracture; no damage was
found prior to the complete fracture of the grain boundary.

The anisotropic plastic deformation properties of the grains were determined
using a hybrid approach involving micro-column compression experiments on single
crystalline columns and crystal plasticity finite element simulations. The adjusted
material model was applied within finite element simulations of the cantilevers and
it was shown that the deformation of the cantilevers can be predicted by the finite
element models.

Finally, the fracture of a single grain boundary was modeled making use of a
cohesive zone model. The methodology was applied to two cantilevers with sig-
nificantly different deformation characteristics in order to determine the stress at
damage initiation of the respective grain boundaries.
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Zusammenfassung

Metalle, bei denen sich Risse entlang von Korngrenzen ausbreiten, weisen im Allge-
meinen eine geringere Bruchzähigkeit auf als Metalle bei denen transkristallines
Risswachstum dominiert. Die Trennfestigkeit der einzelnen Korngrenzen hängt
wiederum von ihrer inneren Struktur ab. Daher müssen Beziehungen zwischen
der Struktur der Korngrenzen und der makroskopischen Bruchzähigkeit ermittelt
werden, um die Vorhersage des Bruchprozesses zu verbessern.

Im Rahmen dieser Arbeit wurde eine Methode entwickelt, die es ermöglicht,
Bruchversuche an einzelnen Korngrenzen durchzuführen. Die Methode basiert auf
dem Biegen mikroskopisch kleiner Kragarmproben. Die Aluminium-Lithium Legier-
ung 2198 wurde auf Grund der Gefügemorphologie, mit flachen Körnern, als Modell-
material ausgewählt. Bei den Biegeversuchen verformten dich die Körner zunächst
plastisch, bevor der Bruch der Korngrenze einsetzte. Die Korngrenze selbst brach
spröde, d. h. es konnte keine Schädigung der Korngrenze nachgewiesen werden bevor
diese brach.

Die anisotropen plastischen Verformungseigenschaften der Körner wurden an-
hand von Mikrokompressionsversuchen an einkristallinen Mikrosäulen bestimmt.
Zur weiteren Auswertung wurden mit Hilfe dieser experimentellen Daten die Param-
eter eines Finite Elemente Kristallplastizitätsmodells ermittelt. Es konnte gezeigt
werden, dass die Verformung der mikroskopischen Kragarme mit diesem kalibrierten
Materialmodell vorhergesagt werden kann.

Schließlich wurde der Bruch der Korngrenze unter Zuhilfenahme eines Kohäsiv-
zonenmodells modelliert. Die kritische Bruchspannung wurde exemplarisch für zwei
Korngrenzen in Proben mit deutlich unterschiedlichem Verformungsverhalten er-
mittelt.
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Nomenclature

A area of an indent

a depth of the U-notch

Ā average column area

B cantilever width

C11, C12, C44 elastic constants of a cubic symmetric material in Voigt notation

C0 . . . Cn constants describing the area function of the indenter tip

CRSS critical resolved shear stress

CSM continuous stiffness measurement

C fourth order elasticity tensor

d distance from the center of the U-notch to the support of the
cantilever

D̄ average column diameter

Dfoot diameter at the foot of the column

Dtop diameter at the top of the column

D damage variable

D,D∗,Dp total stretching tensor and stretching tensor associated with the
lattice and the plastic deformation, respectively

E elastic modulus

e initial thickness of the cohesive layer

Eeff effective elastic modulus

Ei elastic modulus of the indenter material

Esim elastic modulus used within a simulation

FIB focused ion beam

Fp deformation gradient associated with plastic deformation
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F∗ deformation gradient associated with stretching and rotation

F deformation gradient

Gf fracture energy of the cohesive elements

H cantilever height

h displacement of the nanoindenter tip with reference to the sample
surface

h0 initial hardening modulus

H hardness

hcorconst correction for deviations from linear loading prior to the yield
point

hcorel displacement associated with elastic deformations only

ḣ displacement rate of the indenter

hind indentation depth into a cantilever

hindel indentation depth corresponding to elastic deformations only

hindpl indentation depth corresponding to plastic deformations only

H0 initial height of a micro-column

hpl displacement of the nanoindenter tip associated with plastic de-
formation only

hraw displacement of the indenter tip measured from the surface of
the sample

hY displacement at the yield point

hαβ hardening moduli for the interaction of the deformed slip system
β with the slip system α

K elastic cohesive normal stiffness

KCSM
b elastic stiffness of the cantilever measured by CSM

KCSM
sys combined stiffness of the cantilever and the indent measured by

CSM

Kexp cantilever stiffness determined in an experiment

K̂ normalized stiffness

KS elastic cohesive shear stiffness
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Ksim cantilever stiffness determined from a simulation

K∗ stiffness of a cantilever

L velocity gradient

L cantilever length

l̂ characteristic length of a cantilever

Lp velocity gradient associated with plastic deformation

L∗ velocity gradient associated with stretching and rotation of the
lattice

m Schmid factor for a slip system

mα slip direction of slip system α

nα normal vector of to the slip plane of slip system α

P load

P̂ normalized load

Pmax maximum load on an indent

Pmax,i maximum load before unloading segment i

PY load at the yield point

qcp interaction coefficient for coplanar slip

qncp interaction coefficient for non-coplanar slip

qαβ hardening interaction coefficient for the interaction of slip sys-
tems α and β

R radius of the U-notch

R rotation tensor

S indent stiffness

SCSM
ind indent stiffness measured by CSM

Sfc maximum loading slope in a micro-compression experiment

t cohesive normal traction

t̄ cohesive normal traction if no damage would be present in the
cohesive zone

ti cohesive normal traction at damage initiation
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vcrystal vector in the crystal coordinate system

vglobal vector in the global coordinate system

w cantilever deflection

wl cantilever deflection referring to a loading segment

wr cantilever deflection referring to a reloading segment

β geometrical factor related to the indenter tip geometry

δ cohesive displacement

δf cohesive displacement at total fracture

δi cohesive displacement at initiation of fracture

ϵ̇ nominal strain rate of a micro-compression experiment

ε engineering plastic strain

εδ cohesive strain

γ̄ accumulated plastic strain

γ̇α shear rate on slip system α

γ̇α0 reference shear rate on slip system α

ν Poisson ratio

νi Poisson ratio of the indenter material

ΩΩΩ,ΩΩΩ∗,ΩΩΩp total spin tensor and spin tensor associated with the lattice and
the plastic deformation, respectively

(ϕ1,Φ, ϕ2) Eulerian angles to describe a crystallographic orientation

σ engineering stress

σσσ Cauchy stress tensor

ς normal stress on a slip system

τ resolved shear stress on a slip system

τ0 initial resistance to slip

τα resolved shear stress on slip system α

τ∞ saturation hardening shear stress

ταY resistance against slip of slip system α at instant time
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τ̇αY rate of change in resistance to slip of slip system α

θ misorientaion angle

ξ ratio between the elastic moduli of AA2198 and pure aluminum
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1 Introduction

The resistance of metals to fracture is mostly characterized by macroscopic quanti-
ties of which the fracture toughness is the most popular. Detailed knowledge of the
microscopic mechanisms involved during the fracture process is required to predict
the macroscopic fracture properties. These microscopic mechanisms are controlled
by microstructural features such as the grain size and the ductility of the grains,
inclusions or pores and the grain boundaries.

The macroscopic fracture properties of aluminum lithium lightweight alloys are
significantly influenced by the structure of the grain boundaries. It has been found
that the macroscopic fracture toughness of such alloys is reduced when cracks ad-
vance along the grain boundaries [1]. With advanced heat treatment the yield stress
was shown to increase while the fracture toughness decreased with respect to the
quenched material taken as a reference (see figure 1.1). A reversion heat treatment
was carried out to dissolve any precipitates in the grain interior while the grain
boundary structure largely remained unaltered. The yield stress of the reference
material was restored, indicating that all precipitates in the grain interior had been
dissolved but the fracture toughness was significantly decreased compared to the
reference material. The difference between the quenched (I) and the reverted mate-
rial (II) was attributed to the different structure of the grain boundaries which were
covered by precipitates in the reverted material as can be seen from the transmis-
sion electron images in figure 1.1. The results of [1] clearly show that the structure
of the grain boundaries is responsible for the decreased fracture toughness and, as
expected, a large extent of intergranular fracture was observed when grain boundary
precipitates were present.

The mechanisms responsible for the increasing sensitivity of the aluminum lithium
alloys toward intergranular fracture are subject to debate. Several approaches are
based on local strain concentrations on particles at the grain boundaries or due to
precipitate free zones adjacent to the grain boundaries [2]. Unfortunately, macro-
scopic experiments provide limited information about the fracture mechanisms on
single grain boundaries due to the unknown local stress state at the respective grain
boundaries and plastic deformation in the adjacent grains. In order to overcome
these limitations experimental methods are required to conduct tests on specific
grain boundaries involving well defined stress fields. The ability to fabricate small-
scale site-specific test specimens of known geometry together with high resolution
load-displacement measurements enable the development of such experiments which,
in turn, provide a better understanding of the material properties on the macro-
scopic scale.

The challenge for this work was to develop a method that is capable of fracturing
single grain boundaries and to provide a measure for their resistance to damage and
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1 Introduction

(a)

(b)

Figure 1.1 (a) Yield stress versus fracture toughness for different heat treatments
of an aluminum lithium alloy (figure reproduced from [1]). I marks
the reference specimens as quenched and II marks the fully reverted
specimens. (b) Representative TEM images from grain boundaries of
the specimens corresponding to the heat treatments I and II.

fracture. In particular, the analysis required the anisotropic plastic deformation of
the grains adjacent to the boundary to be taken into account. Therefore, a hybrid
approach of micro-mechanical testing and finite element analysis incorporating a
crystal plasticity model has been chosen. This leads to the following structure of
this thesis (see figure 1.2): In chapter 2 the experimental methods to access the
material properties on the micro-scale are reviewed with a focus on the techniques
that enable microscopic fracture experiments. The basic techniques required for
the fabrication and the testing of microscopic specimens and the characterization of
the material are outlined in chapter 3. Chapter 4 is dedicated to the development
of the experimental approach for microscopic fracture experiments on single grain
boundaries including the measuring techniques for the initiation and propagation
of an interfacial crack. The plastic deformation of the grains adjacent to the grain

2



Figure 1.2 Key aspects of the thesis corresponding to chapters 4, 5 and 6.

boundary must be taken into account through an adequate constitutive law. Micro-
column compression experiments on single crystals that provide access to the plastic
deformation of a single grain are presented in chapter 5. The plastic deformation
is thereby expressed through a finite element crystal plasticity model. In chapter 6
this model is transferred to the microscopic bending/fracture experiments. In order
to model the fracture of a grain boundary a cohesive zone, which allows to determine
the stress at damage initiation, is included into the simulations. Finally, the method
is evaluated by applying it to two cantilevers with significantly different deformation
behavior. In figure 1.2 the key aspects of this work as presented in chapters 4, 5
and 6 are summarized. Finally, the conclusions that can be drawn from this work
and suggestions for future work are presented in chapter 7.
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2 Literature Review

During the last decade, the commercial availability of focused ion beam systems
has triggered the development of a wide variety of small scale specimens for novel
micro-mechanical testing, since it provides the possibility to fabricate specimens
of various geometries at distinct locations in bulk materials with a precision of
approximately ten nanometers. Together with highly precise measuring and ac-
tuation techniques, experiments have been designed that provide insight into the
micro-mechanical mechanisms that determine material properties regarding the de-
formation and failure. Single components of the microstructure, e. g. single grains or
layers in composite materials, have been isolated and tested under well defined stress
and strain fields. The results provide a better understanding for the microscopic
processes which determine the material properties on the macroscopic scale.

The experimental methods that are presented here provide an overview of the
possibilities and limitations of micro-mechanical testing for studying local material
properties with a focus on metals. In particular, microscopic fracture experiments
on bulk materials and interfaces are presented which, to date, are limited to brittle
materials.

2.1 Determination of Local Material Properties using
Indentation Testing

The principle of instrumented indentation is to press an indenter of well defined
geometry into a surface while measuring the load and the displacement. The inter-
pretation of indentation data to obtain material properties is described by Oliver
and Pharr [3, 4]. A short review of this important method is given in chapter 3.
The plastic deformability of the materials is usually described by the hardness. The
method has been applied to a wide variety of materials including biological materi-
als [5, 6], ceramics [7, 8], metals [9] and polymers [10]. Enabling measurements at
small indentation depths, nanoindentation is particularly useful for investigations
into the material properties of thin films [11, 12, 13].

The continuous measurement of load and displacement enables the design of
experiments to determine elastic and plastic material properties [14, 15]. Moreover,
they allow for the local determination of the material properties while the lateral
resolution depends on the size of the indent and, thus, the indentation depth. There
has been considerable effort in order to increase the lateral resolution by conducting
measurements at small indentation depths. Today nanoindentation systems (or
nanoindenters) have been developed which provide accurate control of load and
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2.2 Micro-column Compression Experiments

displacement on the order of sub-nanometers and micro-Newtons, respectively. The
working principle of a nanoindenter is described in chapter 3.

Indentation experiments provide the advantage of a relatively simple prepara-
tion of the samples which makes the method quite versatile for a large variety of
specimens and materials. However, the interpretation of the data from indentation
experiments is difficult due to the complex stress field under the indent and because
the deformed volume constantly increases with increasing indentation depth.

2.2 Micro-column Compression Experiments

In order to overcome the difficulties associated with the interpretation of nanoin-
dentation experiments, it is preferred to conduct tests with well defined uniaxial
stress fields and constant volumes of deformation. Tensile and compression experi-
ments on microscopic specimens meet these requirements. However, the challenges
are to fabricate those specimens and to develop testing procedures that provide the
required high resolution in terms of load and displacement. The development of the
focused ion beam microscope (FIB) with high resolution milling capabilities (see
chapter 3) has triggered the development of specimens with characteristic dimen-
sions of less than 10 µm, while the high resolution of the nanoindenter in terms of
loads and displacement has been used to carry out the mechanical testing [16].

Tensile tests of microscopic samples for thin films [17, 18, 19] and bulk materi-
als [20] have been developed. Such tests provide the desired uniaxial stress state
and constant deformation volumes. However, there are problems associated with
the fabrication, the handling and the loading of such specimens. In contrast, mi-
croscopic compression tests can be conducted at any location within the material
and, moreover, the effort for the preparation and the handling of these specimens
is significantly reduced.

In order to investigate the influence of the size of the specimens on the defor-
mation properties Uchic et al. [16] fabricated cylindrical micro-columns into flat
surfaces of nickel single crystals. The yield stress of the columns was found to in-
crease with decreasing diameter of the columns. Compression tests on single crystals
of metals have confirmed these findings and the yield stress has been found to be
approximately proportional to the inverse square root of the diameter [21, 22, 23].
Various models have been proposed to explain this size-effect [24, 25, 26], but to
date no consensus has been reached.

There are some limiting considerations to the interpretation of micro-compression
experiments as discussed by Zhang et al. [27], Kiener et al. [28] and Kirchlechner et
al. [29]. They mainly address inhomogeneities of the stress field which are caused by
the geometry of the column or by the imposed boundary conditions during loading.
It is pointed out that friction between the indenter head and the top of the column is
unavoidable and the indenter shaft is designed to be stiff regarding lateral directions.
Hence, the deformation at the top of the column is constrained and a multiaxial
stress field is induced. Moreover, stress concentrations may be induced due to
irregularities at the attachment of the specimen to its substrate. A tapered column
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2 Literature Review

geometry induces a strain gradient due to the variation of the diameter along the
columns axis thereby reducing the influence of the attachment to the substrate. In
general, higher aspect ratios would be desirable to create a homogeneous uniaxial
stress field but this is circumvented by buckling of such specimens.

Multiple constraints associated with the geometry of the specimen and the test
method must be taken into account for the analysis of the load-displacement data
from micro-compression experiments. If these constraints are considered micro-
compression experiments provide local measurements of the material properties. As
pointed out in section 5.1, finite element simulations are a highly versatile tool to
incorporate the constraints into the analysis of the load-displacement data [30].

2.3 Micro-beam Bending

For some investigations on the microscopic scale tensile stresses are of interest.
While micro-tensile experiments can be difficult to achieve, as described above,
micro-bending experiments have been developed as an alternative. Moreover, such
tests allow for the investigation of the deformation properties of materials subject
to a well defined strain gradient.

Weihs et al. [31] designed a cantilever deflection experiment to determine the
elastic moduli and the yield strengths of thin gold films on SiO2 substrates using
a simple beam bending theory. Florando and Nix [32] investigated the properties
of copper thin films on silicon substrates by a similar technique, making use of
a cantilever with in-plane triangular geometry in order to obtain a uniform state
of plane strain in the film. They have shown that it is possible to separate the
properties of the film from the properties of the substrate by using an average stress
model which does not impose any constraints on the properties of the film, i. e. no
constitutive law is assumed.

In order to investigate the effect of well defined strain gradients on the deforma-
tion of metals Stölken and Evans [33] developed a bending method for thin foils.
Their goal was to determine the inherent length scale of the material when applying
a phenomenological law of strain gradient plasticity. Annealed nickel foils were bent
over a small mandrel which enables the determination of the bending moment and
the deformation. Starting from a strain gradient plasticity equation, the bending
moment was linked to the strain gradient and the intrinsic length scale for strain
gradient plasticity from bending was determined.

Single crystalline cantilever beams have been tested by Motz et al. [34] to in-
vestigate the effects of strain gradients in single crystals. Here the FIB was used
to fabricate cantilever beams out of a bulk copper sample which were then bent
making use of a nanoindenter. Again a size effect was revealed with an increase
of the yield stresses proportional to the reciprocal height of the cantilevers. This
effect is explained by a combination of strain gradient plasticity with a pile-up of
dislocations at the neutral plane. Demir et al. [35] generalized this approach by
introducing a mean-field breakdown theory.

6



2.4 Micro-fracture Experiments

For further analysis of micro-beam bending experiments the deformation of the
support of the cantilever and the exact geometry must be taken into account. Finite
element simulations have been applied to assess the deformation properties in terms
of stresses and strains. Gong and Wilkinson [36, 37] fabricated cantilevers with
triangular cross-sections out of single crystals of titanium and titanium alloys. The
cantilevers were oriented to deform along the ⟨a⟩ prismatic slip systems. Finite
element simulations were applied to determine the critical resolved shear stress
(CRSS) for these slip systems by a fitting procedure. Apart from the size effect
which was attributed to the dislocation pile-up at the neutral plane, the influence of
alloying elements forming a solid solution or second phases was determined. It has
been shown that by extrapolating the CRSS values to the bulk, reasonable values
for the yield stresses of the respective alloys can be calculated.

While strain gradients have been shown to significantly influence the deformation
properties of small scale specimens, the exact mechanisms that are responsible for
the change of the mechanical properties are subject to current research.

2.4 Micro-fracture Experiments

The advance of micro-mechanical experiments to determine the local elastic and
plastic properties of materials has triggered the development of microscopic fracture
experiments to characterize the failure of small structures. Fracture experiments on
specimens with dimensions on the order of less than a hundred micrometers are
generally restricted to predominantly brittle materials. In ductile materials the
plastic zone extends through the whole specimen circumventing any fracture.

Microscopic silicon cantilevers have been tested for their fracture strength by
Wilson et al. [38]. They fabricated a set of micro-cantilevers out of silicon wafers
using lithographic methods and carried out bending tests making use of a pin and a
precision displacement table. In order to prevent slipping of the pin on the cantilever
they fabricated a hole into the cantilevers which ensured a well defined loading point.
The stresses and strains at the point of fracture were determined by making use of
an anisotropic elastic finite element model. The fracture stress between 3.0GPa
and 3.6GPa were reported. Referring to inconsistencies in these values with other
reported values, the quality of the surface preparation is pointed out to be a decisive
factor for micro-mechanical experiments.

Halford et al. [39] used focused ion beam milling to create cantilever speci-
mens of γ-TiAl alloys. Fracture tests have been conducted with specimens oriented
along various directions of the lamellar morphology of these alloys. As expected,
a much smaller fracture toughness was determined for interlamellar fracture than
for translamellar fracture. Investigations into the fracture strength of thin passiva-
tion films (silicon oxide and silicon nitride) have been carried out by Matoy et al.
[40]. The cantilevers were fabricated combining photolithographic techniques and
focused ion beam milling. The height of the cantilevers was chosen equivalent to
the thickness of the film material while the substrate material was used as support
of the fixed end. Additionally, a notch was milled into the cantilever close to the
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supported end under perpendicular ion beam condition. A nanoindenter with a
spherical tip was used to deflect the cantilevers without any visible imprint. The
fracture stresses were determined from the load-displacement data using analyti-
cal solutions and finite element simulations. Moreover, finite element simulations
provided the geometry function for the notch in the cantilever for evaluation of
the fracture toughness. The fracture stresses and the fracture toughnesses deter-
mined by microscopic experiments were in good agreement with the expected values.
However, finite element simulations of the complete structure with its support were
needed to determine the elastic moduli correctly from the bending experiments.
Iqbal et al. [41] conducted similar fracture experiments on varying orientations of
NiAl-crystals. The determined values of the fracture toughness of [1 0 0] and [1 1 0]
oriented cantilevers were in good agreement with values determined from macro-
scopic tests. Additional fracture experiments were carried out in situ in a SEM
allowing for the direct observation of the fracture process. The micro-cantilevers
in these works have been notched to create a well defined location for the fracture.
During the notching process the ion beam was perpendicular to the top surface of
the cantilevers. Hence, it is unknown for the specimens if the ion damage at the
ground of the notch influenced the results of the measurements.

Similar fracture experiments with unnotched cantilevers have been carried out
by Klüsner et al. [42] on ultra fine grained hard metal cantilevers of different sizes.
With reduced specimen size inherent material defects have been avoided such that
the high intrinsic tensile strength of the material could be determined.

In many cases of material failure damage is initiated at the interfaces between
micro-structural components. Here it is of great interest to evaluate the separa-
tion properties of such interfaces in terms of maximum stresses and energies for the
separation of the surfaces. Promising experimental approaches have been adopted
from micro-fracture experiments using micro cantilever specimens on homogeneous
materials. An interface of interest needs to be placed close to the supported end of
the cantilever with the normal of the interface aligned with the beam axis. Hirakata
et al. [43] followed this approach for investigations into the adhesion properties of
a thin (200 nm) copper film on a silicon substrate. The film was covered by a sili-
con nitride passivation film (500 nm). Using focused ion beam milling, a cantilever
specimen was produced with silicon at the support and the interface normal of the
Si-Cu and Cu-SiN interfaces aligned with the cantilever axis. The cantilevers were
deflected within a TEM since the positioning of the sample is crucial at the sub-
micrometer dimensions. The initiation of the crack at the interface was observed
and the critical load was determined. Finite element calculations assisted in the
calculation of the stress fields at the interfaces while it was assumed that the Si and
SiN deform elastically only. A Ramberg-Osgood law was assumed for the copper
layer. The parameters to this law were determined such that the load-deflection
curve could be reproduced by the finite element simulation. In addition to the can-
tilever bending experiments millimeter sized three point bending specimens with an
interfacial crack were fabricated of the same material. The critical stresses for both
of these experiments are in good agreement such that it was concluded that both
processes can be described by a single criterion. Zhao et al. [44] reinvestigated the
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results and concluded that the influence of the plastic deformation of the copper
layer can be neglected and that a purely elastic model of the copper layer suitably
describes the deformation and the induced stress fields. Therefore, any nonlinear-
ity in the load displacement data has been attributed to the interfacial properties
only. Furthermore, they introduce cohesive zone elements into the finite element
simulations to determine the separation properties of the Si-Cu interface by fitting
the parameters to match the load-displacement curves.

The method developed by Hirakata [43] has been applied by Matoy et al. [45]
to interfaces between silicon oxide and films of copper, tungsten and tungsten co-
sputtered with titanium respectively. The load deflection curves for these experi-
ments are linear to the point of fracture. This indicates that only elastic deforma-
tions need to be considered. Analytical calculations and finite element simulations
are used to determine the energy release rates for the fracture of these interfaces
and the results of both methods are in good agreement. This indicates the po-
tential of this method to measure the separation properties of interfaces on the
microscopic scale. The lowest energy release rates (weakest interface) are found for
copper films. Higher energy release rates are found for tungsten films and tungsten
films co-sputtered with titanium show the highest energy release rates. It is pointed
out, that the precision of these measurements strongly depends on the defect sizes
in particular on the cantilever top.

Armstrong et al. [46] presented a method to separate grain boundaries in metals
which makes use of cantilevers of pentagonal cross-section with a grain boundary
placed close to its supported end. The cantilevers were deflected until the desired
maximum load is reached. Some bending experiments were carried out in a acid so-
lution of potassium tetrathionate. While the cantilever deflection remained constant
at the maximum load with no acid present, the deflection increased continuously for
experiments which were carried out in the acid solution. Post mortem SEM images
of the cantilevers revealed that the failure was induced at the grain boundary as de-
sired. Most recent work has been carried out on copper grain boundaries that have
been embritteled with bismuth [47]. In this material system the grain boundaries
either do not fracture or they fracture without any indication of plasticity prior
to fracture. Moreover, no systematic dependence on the orientation of the grain
boundary could be identified.

2.5 Position of this Work in the Context of
Micro-mechanical Testing

As just presented, a variety of methods have been developed to investigate the
deformation and fracture properties of materials at the micro-meter scale. To date
fracture experiments have been developed for brittle materials without significant
plastic deformation in the vicinity of the fracture site.

Within the present work the application of micro-mechanical experiments for
the investigation of the fracture of single grain boundaries is further developed.
A method for the determination of the initiation and propagation of damage at
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the grain boundary is presented. Moreover, the anisotropic plastic deformation
of the adjacent grains is taken into account by combining finite element crystal
plasticity and micro-mechanical experiments. Micro-column compression tests are
shown to allow the calibration of the material model independently from the fracture
experiments. Finally, a cohesive zone has been introduced into the model to provide
a fracture criterion for the grain boundary.

Summary of the Methods for Micro-mechanical Testing

• Instrumented indentation provides access to the local material properties while
the analysis of the acquired data is complex due to the complex stress field
under the indentation body and the increasing test volume.

• Micro-compression experiments are used to test constant small volumes which
facilitates the analysis of stress strain behavior while the fabrication of the
specimens is a limiting factor to the use of the method.

• Micro-bending experiments induce well defined strain gradients in small spec-
imens. Moreover, such experiments have been used to overcome the difficult
fabrication of microscopic tensile specimens to test microscopic materials in
tension.

• Size effects have been found for various, mostly crystalline, materials and
models for these size effects have been presented. When the dimensions of
the specimens becomes small, both the yield stress and the hardening rate
may increase (“smaller is stronger”). These effects need to be considered for
investigations into the deformation of small specimens.

• Micro-fracture experiments have been successfully conducted on both amor-
phous and crystalline brittle materials such that analytical approximations
could be used for the analysis.

• Micro-fracture experiments on interfaces have been carried out on brittle in-
terfaces with brittle matrix components.

• The preparation of microscopic specimens is subject to limitations regarding
the damage induced by the preparation technique and the precision of the
geometry.
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The fundamental methods and equipment of micro-mechanical testing that have
been used within this thesis are described in the present chapter. Since the focused
ion beam has been used to fabricate the test specimens the principles of ion beam
milling are reviewed. For the mechanical testing of the specimens a nanoindentation
system that provides high resolution for both the load and the displacement has been
used. Hence, the working principle of a nanoindenter is presented. The principles
of electron back scatter diffraction (EBSD) are also presented since it has been
used to identify the individual orientations of the grains of the micro-fracture and
micro-compression experiments. Finally, the concept of digital image correlation is
presented, which has been used for the determination of local displacements during
deformation.

3.1 Imaging and Milling using a Focused Ion Beam
Microscope

During the last decade the focused ion beam microscope (FIB) has evolved to an
essential tool for the microscopical characterization of materials since it offers ca-
pabilities for both imaging and micro-structuring [48]. The working principle is
similar to the working principle of a standard scanning electron microscope (SEM):
ions are extracted from a source and accelerated by an electric field. Liquid metal
ion sources provide the highest brightness and due to the low melting temperature
and vapor pressure of gallium most commercially available FIB systems rely on
gallium as source material. The ions energies are typically on the order of 5 eV to
30 eV. Using an electrostatic lens system the beam is focused and deflection plates
raster the beam over the surface.

The ions interact with the sample material, causing the emission of electrons
and, moreover, sample material is removed due to the high mass of the incident
ions. For imaging purposes usually the ion-induced secondary electron contrast is
used. Crystalline materials show a strong dependence of the ion induced emission
of electrons on the crystal orientation and, thus, the ion imaging can be used for
identifying grains and grain boundaries. Moreover, the removal of sample material
from the surface provides the possibility to precisely machine microscopic structures
into the surface. The rate of material removal also depends on the orientation of
the crystal.

Imaging and milling procedures result in damage of the material due to incorpo-
ration of incident ions, removal of material and local heating. The thickness of the
damaged layer depends on the sample material that is exposed to the ion beam and
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the intensity of the ion beam. In particular, when micro-mechanical specimens are
fabricated the direct exposure of the specimen to the ion beam needs to be limited
as far as possible. However, micro-mechanical specimens will be in contact with the
incident ions at their side surfaces, which are parallel to the ion beam. The result-
ing damage layers have a thickness of approximately 10 nm to 50 nm. Therefore,
the side surfaces can be machined in several steps with subsequently reduced accel-
eration voltage. This can significantly reduce the thickness of the damaged layer.
For some materials also the chemical interactions need to be taken into account
since the ion source material may interact with the sample and alter its properties,
e. g. by alloying or by segregation. The influence of such a damaged layer on the
mechanical properties of the microscopic specimens is a current topic of scientific
investigation [49].

Within this work the FIB has been used for the fabrication of microscopic speci-
mens and for the identification of suitable locations for the fabrication of specimens.
A system combining a SEM and a FIB (Nova Nanolab 200, FEI) allows for the
preparation and imaging of specimens. The FIB is located at an angle of 52◦ with
respect to the electron beam such that milling and in situ imaging without moving
the specimen is possible (see figure 3.1). The FIB and the electron beam coincide at
a working distance (electron beam) of 5mm which is also the eucentric hight. The
sensitivity of the FIB to differences in the crystallographic orientation is used to im-
age parts of the surface next to suitable positions for the specimen preparation while
the location of the specimens are never directly exposed to the ion beam. During
the fabrication of the specimens, SEM images are used to adjust the milling pro-
cess in order to obtain the desired specimen geometry. Since the specimen is never
exposed to the incident ion beam, no ion damage is introduced into the specimens
with exception of the damage layer at the surfaces of the specimens.

Figure 3.1 Schematic of a combined FIB/SEM system with a sample in the posi-
tion of the standard milling procedure.
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3.2 Operating Principle of the Nanoindenter

Instrumented indentation, or depth-sensing indentation, makes use of indenters
which are pressed into the flat surface of the specimen while continuously mea-
suring the load and the displacement. Making use of an analysis of the contact
stresses that are present during the loading and unloading of the indenter, several
material properties may be determined. For the analysis of the load-displacement
data at low indentation depths on the order of micrometers forces on the speci-
mens must be exerted with a resolution on the order of micro newtons and the
displacements must be measured with an accuracy in the order of nanometers. Ad-
ditionally, lateral displacements normal to the indentation axis must be avoided. A
system of three components meets all these requirements simultaneously (see fig-
ure 3.2). The actuation is realized through a coil that is placed within an annular
magnet such that the electric current through the coil is directly proportional to
the applied load. Two leaf springs ensure that the applied load acts only in direc-
tion of the indentation axis, in particular when contact is made. Finally, the high
resolution displacement measurement is realized through a capacitive displacement
gauge. The system is originally load controlled since the load is determined by the
current through the coil. Displacement control may be achieved through a feedback
loop. The phenomenon of thermal drift has to be taken into account, which means
that the displacement may vary at a constant force due to thermal expansion or
contraction of the loaded assembly. In particular at low loading rates and higher
temperatures this can affect the data significantly. To take the thermal drift into
account the displacement rate at a constant load can be measured after significant
unloading of the specimen. This allows to take the effects of thermal drift into
account.

Figure 3.2 Schematic representation of a nanoindentation head.

The analysis of indentation experiments is based on contact mechanics and there
has been considerable development in understanding the load-displacement data [4].
Here, only a brief introduction to the analysis of instrumented indentation with
sharp indenters is given: Assuming that only elastic deformations are recovered
during the unloading of the surface, the initial slope of the unloading curve is re-
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garded as the elastic indentation stiffness, S. The elastic indentation stiffness is
related to the contact area of the indent, A, by:

S = β
2√
π
Eeff

√
A (3.1)

where β is a correction factor close to unity which is related to the shape of the
indenter and Eeff is the effective elastic modulus that takes the deformation of the
indentation body into account:

1

Eeff
=

1− ν2

E
+

1− ν2i
Ei

(3.2)

with the elastic modulus of the indentation body, Ei, the Poisson ratio of the in-
denter, νi and the Poisson ratio of the material, ν. While the Ei and νi are known,
the Poisson ratio of the material is mostly assumed; for metals the characteristic
value of 0.3 is often a good estimation. In general, the contact area, A, may be
determined by imaging the indents or by calculation from the contact depth of the
indent, h, using the area function, fA(h):

fA(h) = A =

n=0∑
8

Cn h
1

2n−1

= C0h
2 + C1h+ C2h

1
2 + C3h

1
4 + · · ·+ C8h

1
128

(3.3)

For each tip the constants, C0 . . . C8, need to be determined through curve fitting
of indentation data from indentation on materials with known material constants.
Unfortunately, deviations from the contact area may occur when the material piles
up around the indent or when it sinks in. This alters the area function by reducing
(“sink-in”) or extending (“pile-up”) the contact area. In particular in materials with
low work hardening capacity pile-up can cause problems in the analysis and needs to
be accounted for, e. g. by imaging the indents. The contact area, either measured
optically or calculated for the indentation depth, may be used to determine the
hardness, H, of the material which is defined as:

H =
Pmax

A
(3.4)

where Pmax is the maximum force exerted on the surface during the experiment.
Some empirical relations between the hardness and the yield strength of particular
materials (e. g. steels) have been established [50]. However, the hardness is not
a fundamental material property but depends on the geometry of the indentation
body as well as on the elastic-plastic mechanical behavior of the tested material.

Moreover, dynamic indentation methods have been developed as an addition to
the standard methods [3]. During an indentation experiment a harmonic oscillation
with a small amplitude is superimposed to the indenter displacement. Comparing
the harmonic displacement to the harmonic load the stiffness of the indent may be
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determined continuously during an indentation experiment. For materials showing
visco-elastic/visco-plastic behavior (e. g. polymers) dynamic indentation methods
provide a possibility for investigations into the time and rate dependent material
response [10].

As a final note, the indenter stiffness perpendicular to the indentation axis (lat-
eral stiffness of the indenter) has a finite value. This can play an important role in
the experimental procedure when the lateral loads on the indenter are not balanced.
This is the case for asymmetric loading due to inhomogeneities in the material or
an asymmetric indenter tip. The lateral indenter stiffness depends on the displace-
ment of the indenter shaft and is calibrated by the measurement of the lateral forces
versus the displacements; i. e. for each indentation depth the lateral stiffness of the
indenter is known. Within the present work the lateral indenter stiffness must be
taken into account for the cantilever bending/fracture experiments. During these
experiments the location of the indent relative to the indentation axis moves due to
the deformation of the cantilever. The resistance to this movement must be included
in the analysis of the load-displacement data.

3.3 Orientation Measurement by Electron Backscatter
Diffraction (EBSD)

When electrons are shot into a conductive material in a scanning electron microscope
different interactions can be found. A part of the electrons is scattered elastically,
i. e. without loss of their energy. Since these electrons are scattered into all direc-
tions, the source of the scattered electrons may be assumed to be a point source
within the material. If the material is a crystal, the electron waves emitted from
such a source are diffracted by the lattice planes. Thereby, diffraction patterns are
formed which may be used to identify the orientation of the crystals relative to a
global coordinate system.

In order to use the back scattered and diffracted electrons for the local deter-
mination of the crystal orientation the system described in the following has been
established (see figure 3.3). The energy of the electrons is typically in a range be-
tween 10 eV and 30 eV. A phosphorous screen enables to capture the diffraction
pattern of the backscattered electrons. The normal of the screen is placed at an an-
gle of approximately 30◦ to the surface normal. This type of assembly allows for the
measurement in a domain of relatively high total intensities of the back scattered
electrons. Making use of a CCD camera the diffraction patters on the phosphorous
screen can be captured.

The diffraction patterns form an assembly of bands on the phosphorous screen,
where each band represents a lattice plane. The diffraction patterns are used to
identify the crystal orientation at the point of the incident electron beam. A Hough
transform [51, 52] is used to identify the positions of the bands and their intersections
on the screen. Knowing the crystal structure of the sample of interest the orientation
of the crystal is determined by comparing the positions and intensities of the peaks
in the Hough transform with the expected peaks of an ideal crystal. Using this
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Figure 3.3 Schematic representation of an EBSD system.

information the orientation of the crystal relative to the sample coordinate system
as indicated in figure 3.3 is identified. Repeating this procedure at different points
of the sample allows to create an orientation map.

3.4 Digital Image Correlation (DIC)

The measurement of local deformations in small dimensions requires techniques
which provide an adequate resolution of the displacement fields. The Digital Image
Correlation (DIC) is capable of contactless capturing of such displacement fields
from pixel based images, thus, without affecting the measurement in any way [53].
The DIC algorithm takes two greyscale images as input: the reference picture and
the actual picture of the deformed structure. Characteristic subsets of pixels are
identified in both pictures and the displacement fields can be calculated from the rel-
ative difference in positions. Hence, the native units of the measurement are pixels
such that the DIC algorithm is scale independent. However, sufficiently contrasted
images providing distinguishable characteristic subsets of pixels are required to ap-
ply the DIC algorithm. This is usually achieved by applying an irregular speckle
pattern if the surface of interest does not provide enough contrast.

In a first step, both images are divided into subsets of pixels which accurately
represent the structure of the irregular speckle pattern. Making use of a bi-cubic
interpolation algorithm the images are smoothed, enabling for a sub-pixel resolu-
tion in the order of 10−2 pixel. Bi-cubic interpolation is used since it generally
provides a well-balanced relation between computation time and accuracy. The rel-
ative displacement and the deformation of each subset are determined by finding the
location of the subset in the actual image where the correlation coefficient reaches a
maximum value. This correlation coefficient depends on the location, (x, y), of the
subset taken from the actual image and thus on the displacement of the center of
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the subset, (u, v). The calculation of the position of each point within the subset
additionally requires the derivatives ∂u

∂x ,
∂v
∂y ,

∂u
∂y and ∂v

∂x at the center of the sub-
set. Various iteration methods may be used to determine the displacement and the
respective derivations to find the maximum of the correlation coefficient, e. g. the
Newton-Raphson method which provides good accuracy at acceptable computation
times [54]. The software used within the present work is a free software available
at [55].

Making use of the DIC-method it is possible to determine two dimensional dis-
placement and strain fields on a surface. The strain terms result from the derivation
terms at each subset center. In order to apply the method for investigations into
the deformation of microstructural components it is necessary to create a sufficiently
contrasted surface. The problem to create a speckle pattern in this dimensions will
be addressed in chapter 6. Moreover, a suitable resolution of the images is required
to achieve a sufficient accuracy to apply the DIC-method.
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4 Experimental Test Setup for
Fracture Experiments on Single
Grain Boundaries

The investigation of the initiation and propagation of interfacial cracks at single
grain boundaries requires the application of novel experimental techniques on the
microscopic scale. In this chapter the experimental challenges for quantitative frac-
ture experiments of individual grain boundaries are specified. First, the aluminum-
lithium alloy AA2198 is introduced as a model material for the development of a
method for separation of single grain boundaries. An experimental testing proto-
col is established together with a data analysis procedure which necessitates the
introduction of corrections. Finally, a finite element framework is established that
provides the possibility of comparing specimens with differences in their geometry.

4.1 Choice of AA2198 as a Model Material

The aluminum-lithium alloy AA2198 was chosen as a model material for the devel-
opment of a single grain boundary separation method. Aluminum-lithium alloys are
interesting materials for investigations into the separation properties of single grain
boundaries since intergranular fracture is known to reduce the fracture resistance
of these alloys [1]. An understanding of the mechanisms that lead to intergranular
fracture is fundamental for the prediction of the macroscopic fracture properties.
The concept of strain localization at or in the vicinity of the grain boundaries
provides an explanation for the susceptibility of these such alloys to intergranular
fracture [2, 56, 57]. Severe strain localizations may be caused by precipitate free
zones adjacent to the grain boundaries as well as by precipitates on the grain bound-
aries. Such strain localizations lead to the nucleation and growth of voids which
finally cause failure of the grain boundary. It has been shown that the structure
of the grain boundaries determines the fracture mode between transgranular and
intergranular failure rather than the ductility of the matrix [58, 59].

As described in section 4.2, focused ion beam (FIB) milling with a gallium liquid
metal ion source has been used for the preparation of the specimens. Since gallium is
known to embrittle grain boundaries in aluminum and its alloys, the analysis of the
micro-mechanic processes that cause the failure of the grain boundaries is limited.
However, the understanding of fracture processes which involve the combination of
brittle grain boundaries and ductile grains provides an important challenge.

Rolled sheets of the material were provided by ALCAN in the temper T351 which
is also called “underaged”. A heat treatment to obtain the temper T8 was carried
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out on some of the sheets; this temper is also called “peak-aged”. The macroscopic
yield stress and the ultimate tensile strength have been determined from tensile
tests in the rolling and the transversal direction. The results of these tests are
listed in table 4.1. The peak-aged material shows a higher yield stress and ultimate
tensile strength, as expected. Additionally, nanoindentation experiments with a
Berkovich indenter have been carried out to determine the microscopic hardness
of the alloy. The results averaged over 25 indentations for each heat treatment
are listed in table 4.2. The increase of the hardness of the peak-aged material
compared to the hardness of the under-aged material is in good agreement with
the increase of the yield stress and the ultimate tensile strength measured from the
tensile experiments. Cavaliere and de Santis [60] determined the elastic modulus
from tensile tests as 74.3GPa for the transversal direction and 76.7GPa for the
longitudinal direction. However, other values of the elastic modulus have been
reported in the range between 71GPa [61] and 78GPa [62]. The actual elastic
modulus of the material is needed for the crystal plasticity model used in chapters 5
and 6. However, the elastic deformation plays a minor role for these experiments
such that it is reasonable to assume an elastic modulus of 75GPa for the following
investigations.

temper yield stress ,MPa UTS ,MPa

T351-L 324 445
T8-L 470 511

T351-T 294 416
T8-T 449 490

Table 4.1 Yield stress and ultimate tensile stress of the aluminum lithium alloy
AA2198 from macroscopic tensile tests.

temper Hardness ,GPa

T351-T 1.322± 0.041
T8-T 1.602± 0.069

Table 4.2 Hardness of the aluminum lithium alloy AA2198 measured by Berkovich
indentation.

The microstructure of the material was revealed by polishing and subsequent
etching, using Barker’s etch and observation under polarized light (see figure 4.1).
The polishing procedure is described in table 4.3. The grains are elongated in
the rolling direction and flat respective to the thickness direction of the sheet. In
particular, the grain boundaries are flat which is a great advantage for the bending
experiments to determine the interfacial strength. In the rolling direction the length
of the grains is generally larger than 300 µm while the grain size in the transversal
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direction is between 100 and 300 µm. The thickness of the grains ranges between 1
and 10 µm with an average thickness of about 3 µm.

Figure 4.1 Microstructure of the AA2198 sheets after Barker’s etch (HBF4+H2O,
anodized using 0.2A/cm2), observed in polarized light.

Type Grain size Time

SiC 500 1min
SiC 800 1min
SiC 1000 1min
SiC 1200 1min
SiC 2500 1min
Diamond 3 µm 3min
OPS 0.05 µm 3min

Table 4.3 Polishing procedure for AA2198.

4.2 Fabrication of Notched Cantilever Specimens

As pointed out in chapter 2, micro-bending experiments on specimens with dimen-
sions on the order of several micrometers have been carried out by various researchers
to determine material properties of both thin films on a substrate and bulk materi-
als. Furthermore, micro-cantilever specimens have been found to provide the most
promising approach for microscopic fracture tests. Within this work a cantilever
bending and fracture test has been established for investigations into the fracture
properties of single grain boundaries.

Cantilevers with a rectangular cross-section were prepared using FIB milling with
a gallium ion source. A rectangular cross section was chosen in order to maintain
a constant crack width. To achieve such a geometry, the specimens were fabricated
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from a near edge region of the sample in order to minimize the amount of material
to be removed by the FIB milling process. Both surfaces forming the edge had been
polished prior to the fabrication process according to the procedure described in
table 4.3. Using orientation contrast images achieved with the ion beam, a suitable
grain boundary was found and placed in a distance of approximately 2 µm from
the supported end of the cantilever. Only the regions adjacent to the cantilever
were scanned such that the cantilever was never directly exposed to the ion beam.
The selected boundary was marked by a line pattern outside the cutting area to
identify the position of the boundary during the cantilever fabrication process. The
orientations of the grains included in the cantilever were determined using the EBSD
technique. In particular the orientations of the grains adjacent to the grain boundary
were important for the further analysis presented in chapter 6 since this is the
location of the highest deformation and, moreover, the orientations can be used to
characterize the grain boundary.

Using a relatively high beam current (e. g. 7 nA) a trench of material was re-
moved from each side adjacent to the cantilever (figure 4.2(a)), leaving sufficient
space for subsequent cuts to release the cantilever from below (see figure 4.2(b)).
Subsequent milling was conducted at lower currents in the range of 1 nA down to
0.1 nA for the final surface milling. After the cantilever had been prepared, a U-
notch was made using FIB milling from one side of the cantilever at the location
of the grain boundary. The notch ensures that the selected boundary serves as the
primary failure site during testing by avoiding high tensile stress concentrations in
the support. The blunt shape of the notch is favorable since the boundary edge may
not be perfectly straight, which would prevent the fabrication of a sharp artificial
crack directly at the boundary. Lastly, the well defined shape of the notch circum-
vents any ambiguities associated the finite element analysis, as will be discussed
later. In the work presented here, the nominal dimensions of the final cantilever
are approximately 20 µm× 5 µm× 5 µm (length×width× height). A representative
cantilever is shown in figure 4.3.

4.3 Cantilever Bending Experiments

The bending experiments were carried out using a nanoindenter (Nanoindenter XP,
Agilent) equipped with a Berkovich tip. This tip is used since it is sufficiently
sharp to create visible indents on the cantilevers such that the bending length, L,
of the cantilever from the supported end to the contact point for loading could be
determined. Also, the lateral position of the indent could be identified for further
analysis. Moreover, the use of a sharp tip largely avoided the problems associated
with a wedge or cylindrical contact, where misalignment at the contact would create
torque.

During the experiment, the cantilever was loaded at a constant displacement
rate. A typical loading profile during an experiment is shown in figure 4.4. In order
to monitor the onset and propagation of damage, multiple partial unloads were
employed for stiffness measurements; a decrease in the elastic stiffness was associated
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(a) First milling process (b) Second milling process

Figure 4.2 Preparation of a cantilever from the edge of a sample.

Figure 4.3 SEM image of a cantilever with characteristic dimensions. The dashed
line represents a grain boundary. L is the bending length, B is the
cantilever width, H is the height of the cantilever, a is the depth of the
notch and d is the distance of the notch center to support.

with the presence of damage or crack initiation. Assuming small changes in geometry
due to plastic deformation, plasticity did not affect the unloading stiffness. While
both the unloading and reloading data may be used to determine the stiffness, here
the reloading data was used for the stiffness analysis. Additionally, the stiffness
of the cantilever was determined by the continuous stiffness method (CSM); the
stiffness was measured by superimposing an oscillation with a small displacement
amplitude of 2 nm to the loading procedure.

4.4 Corrections to the Experimental Data

While the applied load, P , is measured directly, the total displacement, hraw, is com-
prised of the deflection of the cantilever beam, w, and the indentation depth, hind,
as shown in 4.5(a). Figure 4.5(b) gives a schematic representation of the experiment
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Figure 4.4 Load-displacement data from a typical micro-bending experiment.

illustrating the correction to be applied to the raw data. During the loading segment
the indentation depth into the cantilever, hind(P ), is approximated by the indenta-
tion depth associated with a standard indentation experiment conducted in the bulk
material at the same load. Hence, a reference curve was measured from indentation
experiments in the bulk material at loads up to the maximum load measured for
the bending experiments. The deflection of the cantilever alone during loading, wl,
is expressed as:

wl(P ) = hraw(P )− hind(P ). (4.1)

It is worth noting that when the cantilever is deflected the indentation surface is no
longer normal to the indentation axis. However, the cantilever deflections presented
in this work do not exceed 10% of the bending length, leading to a maximum
inclination of the cantilever-axis at the contact point of approximately 6◦. The
effect of the inclination of the cantilever surface is neglected within the correction.

During the unloading and reloading segments the correction shown in equation
(4.1) cannot be applied, due to partial elastic recovery of the indent. In order
to correct for the deflection of the cantilever during unloading and reloading the
indentation depth must be decomposed into a plastic part, hindpl , and an elastic part,

hindel :
hind = hindpl + hindel . (4.2)

During the un- and re-loading of the cantilever the plastic indentation depth is con-
stant whereas the elastic indentation depth varies. The correction of the deflection
during un- and re-loading is given by:

wr(P ) = hraw(P )− hindpl (Pmax,i)− hindel (P ), (4.3)
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(a) (b)

Figure 4.5 (a) Schematic representations of the decomposition of the total mea-
sured displacement, hraw, the cantilever deflection, w, the indentation
depth, hind, and (b) the correction of the raw data for the indentation
depth.

where the plastic indentation depth at the previous maximum is calculated as:

hindpl (Pmax,i) = hind(Pmax,i)− hindel (Pmax,i). (4.4)

In order to determine the elastic indentation depth, hindel (P ), the elastic indentation
stiffness, S, of the material was determined from bulk indentation experiments. The
indentation stiffness is a function of the maximum indentation depth or equivalently
the maximum applied load: S := S(P ). Either the use of multiple unloading
segments or continuous stiffness measurements during indentation into the bulk
can provide the indentation stiffness as a function of the load, as needed for the
correction. The elastic indentation depth is calculated as:

hindel (P ) =
P

S(Pmax,i)
. (4.5)

The actual experimental stiffness of the cantilever, Kbeam, is calculated from the
slope, dP

dw , of the corrected reloading segments.
Finally, the elastic indentation depth also influences the dynamic measurement

of the stiffness by the CSM. In order to separate the continuous stiffness of the
cantilever, KCSM

beam, from the stiffness of the indent, SCSM
indent, the stiffness of the system,

KCSM
sys , is modeled by two springs connected in series:

1

KCSM
sys

=
1

SCSM
ind

+
1

KCSM
b

. (4.6)

By rearranging (4.6) we find an expression for the continuous stiffness of the can-
tilever alone:

KCSM
b (P ) =

SCSM
ind (P ) ·KCSM

sys (P )

SCSM
ind (P )−KCSM

sys (P )
. (4.7)
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4.4 Corrections to the Experimental Data

In order to determine the harmonic indent stiffness as a function of the applied load,
indentation experiments using the CSM method were carried out in the bulk, up to
the maximum load used in the bending experiments. In particular, at low indenta-
tion depths (hind < 100 nm) the variation of the elastic indentation depth cannot be
neglected. Without considering the change in hindel , the slope of the unloading and
reloading curves would be smaller than associated with the beam alone; leading to
inaccurate stiffness calculations. The errors in the stiffness associated with the first
reloading segments would be particularly large since the elastic indentation stiffness
is lowest at small depths. It is worth noting, that the stiffness of the cantilever
alone as calculated from equation (4.7) tends to infinity when SCSM

ind (P ) approaches
KCSM

sys (P ). However, a typical stiffness measured in an experiment KCSM
sys (P ) is

3000N/m. This value of SCSM
ind (P ) is achieved at a load of approximately 5 µN.

Therefore, this case has no practical impact on the measurements.

Calibration Curves for the Indentation Depth Correction

The correct determination of the cantilever deflection requires the indentation depth
into the cantilever as a function of the load, hind(P ). This correction function needs
to be determined experimentally for each combination of indenter tip and material.
For the cantilever bending experiments a Berkovich tip was used, with the correction
factor β = 1.034. Typical loads in the cantilever bending experiments were on the
order of 2mN, leading to indentation depths of 200 nm with a Berkovich tip. The
corresponding size of the indent was on the order of 1 µm. Since this is only 20% of
the width of the cantilevers, it is reasonable to approximate the indentation depth
into the cantilever by evaluating the indentation depth into the bulk material at low
loads.

The load-displacement curves for the indentation experiments were established
up to loads of 2.5mN which are the highest loads measured during the bending
experiments. Five indentation experiments were carried out for each temper. The
displacement rate for these experiments was set to 10 nm/s. For a Berkovich tip
the area function is dominated by the square of the indentation depth. Therefore,
assuming that the materials hardness is constant, the load-displacement data is
expected to follow a square function of the type:

P = a
(
hind

)2
+ b hind. (4.8)

The linear term is introduced to account for deviations from the tip geometry from
an ideally sharp tip. The constants a and b are determined from a fitting procedure
of the load-displacement data for the whole set of experiments. Rearranging (4.8)
provides the desired correction:

hind(P ) =

√
P

a
+

b2

4 a2
− b

2 a
. (4.9)
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4 Experimental Test Setup for Fracture Experiments on Single Grain Boundaries

temper a, GPa b, kN/m c, mm2/N d, µm

T351 38.7 0.593 0.149 0.474
T8 43.7 0.533 0.177 0.270

Table 4.4 Fit constants for the correction functions presented in equation (4.8) and
(4.11).

The elastic stiffness of the indent also increases with increasing load. This correction
was determined by indentation experiments in the bulk material, as well. The elastic
indent stiffness, S(P ), was determined by making use of the continuous stiffness
method. Five measurements using CSM were carried out for each temper of the
alloy. The maximum indentation load was 2.5mN and the displacement rate was
set to 10 nm/s.

Assuming that the hardness is constant at each indentation depth (3.4) results
in:

A =
P

H
. (4.10)

Replacing the indent area, A, in equation (3.1) by this expression, a function of the
square root type for the stiffness versus the indentation load is suggested. Using the
same method as described before, the indentation load, P , is fitted as a function of
the elastic stiffness of the indent, S, assuming:

P = c S2 + d ·S, (4.11)

where the linear term is introduced to account for deviations of the indenter tip.
However, the indentation stiffness versus load data is dominated by the quadratic
term. The correction is provided by rearranging (4.11):

S(P ) =

√
P

c
+

d2

4 c2
− d

2 c
. (4.12)

It is worth noting that the indent stiffness depends on the loading history, such that
the maximum load applied to the indentation site determines the elastic stiffness of
the indent. The elastic indent stiffness as a function of the depth is also used for the
correction of the cantilever stiffness measured from the continuous stiffness method
by equation (4.7), i. e. SCSM

ind (P ) := S(P ).

4.5 Methods for the Measurement of the Cantilever
Stiffness

In order to determine if the grain boundary of interest is subject to damage it is
necessary to measure the elastic stiffness of the cantilever; a loss of elastic stiffness
is associated with the occurrence of damage (e. g. [63]). By measuring the stiffness
continuously during the loading procedure the load and the displacement at the
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4.5 Methods for the Measurement of the Cantilever Stiffness

(a)

(b)

Figure 4.6 Calibration curves for (a) the indentation depth and (b) the elastic
indent stiffness versus the load.
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4 Experimental Test Setup for Fracture Experiments on Single Grain Boundaries

point of initiation of damage can be determined and it is possible to observe the
propagation until complete failure.

In order to measure the elastic stiffness of the cantilever at each instant, the
CSM method is favorable. However, it must be verified that the stiffness of the
cantilever and the stiffness measured from the slope of the reloading segments are of
the same value. For two of the specimens the indenter was unloaded every 200 nm of
displacement to 50% of the maximum load while a continuous stiffness measurement
was carried out. The harmonic frequency for the measurement was set to 45Hz and
the harmonic displacement was fixed at 2 nm.

The stiffness data is presented in figure 4.7 where both the harmonic stiffness
and the stiffness measured from the unloading segments are plotted against the
cantilever deflection. The geometry of the cantilevers is given in table 4.5. The CSM-
data shows scatter of approximately 15% around its average value. At deflections
up to 100 nm the harmonic stiffness increases until it attains a constant average
value. This is likely due to deviations from the correction given in equation (4.7) at
very low indentation depths until full contact is established. The stiffness measured
from the reloading segments deviates from the mean value by approximately 5%,
which shows that both methods are sufficiently accurate for the measurement of
the cantilever stiffness. Figure 4.7(a) shows a specimen where the stiffness remains
approximately constant until the point of failure. In figure 4.7(b) a specimen is
shown where the stiffness decreases significantly before failure. Both methods were
able to capture this decrease of the cantilever stiffness. It is worth noting that
the decrease of the stiffness, as shown in figure 4.7(b), is atypical for specimens of
both tempers investigated in this work. As pointed out later, the grain boundaries
mostly fail without significant loss of the structural stiffness prior to fracture. This
is consistent with the expectation that the grain boundaries are embrittled due to
the gallium that is used during the fabrication process.

4.6 Finite Element Framework for Normalization

In order to compare the load-displacement data between specimens that have differ-
ent geometries a normalization technique is required. Due to the complex geometry
of the specimens involving the U-notch and the compliant support, finite element
modeling was used. Making use of an isotropic linear elastic constitutive law, spec-
imens with different geometries were compared in terms of the cantilever stiffness
and load.

For each specimen a finite element model was created to include the specific
geometry, as shown in figure 4.8. The main features of the geometry are: the
bending length, L, defined from the supported end of the cantilever to the location
of the indent; the width, B; the height, H; the distance, d, from the supported end
to the center of the notch; the notch depth, a; and the notch radius, R. Additionally,
the cantilever support was explicitly modeled.

In order to create the FE-models, the finite element code ABAQUS was em-
ployed. Eight-node brick elements were used to mesh the model except within the
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4.6 Finite Element Framework for Normalization

(a)

(b)

Figure 4.7 Elastic cantilever stiffness measurements of cantilevers with (a) con-
stant stiffness (CB-8) and (b) decreasing stiffness prior to fracture
(CB-9). The stiffness measured from reloading segments (red dots),
the elastic cantilever stiffness measured by CSM (blue curve) are given
for the corrected datasets.
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4 Experimental Test Setup for Fracture Experiments on Single Grain Boundaries

transition zone adjacent to the notch (see figure 4.8) where six-node wedge elements
were employed to reduce the mesh size. Fixed boundary conditions were imposed on
the surfaces at the bottom of the support as well as on its back surface. The elastic
modulus of the material at the loading point was 106GPa in order to prevent severe
distortions of the elements. The resulting high contact stiffness negates the need
for any indentation correction in the finite element analysis; the displacement in the
simulation equals the cantilever deflection, w. The deflection in the simulation is
given by a displacement boundary condition at the loading point.

Figure 4.8 Finite element model of a micro-cantilever. The geometric features
given are the bending length, L, the width, B, the height, H, the
position of the notch center, d, the notch depth, a and the notch radius,
R.

The indenter shaft provides a lateral stiffness which necessitates an additional
boundary condition in the finite element model to correctly describe the experiment.
The lateral stiffness of the nanoindenter depends on the position of the indenter tip
relative to the load frame (see figure 4.9). For each experiment the lateral stiffness
was introduced into the finite element model using two linear spring elements at the
loading point.

For an estimation of the cantilever stiffness a linear elastic isotropic material
model was used. The elastic modulus in the simulation, Esim, is chosen as 75GPa,
and a Poisson ratio of ν = 0.33 is assumed. Using these isotropic elastic constants,
the stiffness, Ksim, of the structure was computed for each specimen. Assuming that
the deflection is small compared to the bending length of the cantilever, a linear law
relates the deflection, w, to the load, P , by a constant stiffness, K∗:

P = K∗w. (4.13)

All geometric features may be reduced to one single value with a dimension of
length which we call the characteristic length, l̂:

l̂ =
Ksim

Esim
. (4.14)
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4.6 Finite Element Framework for Normalization

Figure 4.9 Lateral stiffness of the indenter as a function of the position of the
indenter tip relative to the load frame.

While the FE-model used here is for linear elastic behavior, it is not expected
that the plasticity occurring during the actual experiments limits the applicability
of the characteristic length for the normalization; in all cases the stiffness of interest
results from elastic deflections, and the permanent shape change resulting from
plasticity is small.

In the absence of damage we obtain:

P = Kexpwr = E l̂ wr. (4.15)

A normalized load, P̂ , and a normalized stiffness, K̂, are computed by dividing
the load and the stiffness by the characteristic length associated with the specimen
geometry:

P̂ =
P

l̂
(4.16)

K̂ =
Kexp

l̂
. (4.17)

However, for a laterally constrained indenter the characteristic length depends on
the elastic modulus chosen for the simulation, Esim, as can be seen in figure 4.10.
Therefore, the normalization approach may not be readily used to determine an
unknown elastic modulus.

For the normalization linear elastic isotropic material behavior is assumed. Since
oligo-crystalline cantilevers are tested, involving approximately ten grains in the de-
formation process, the influence of the elastic anisotropy of the single grains has
been estimated. Simulations of single crystalline cantilevers with the crystallo-
graphic axes [1 1 1] and [1 0 0] taken as the cantilever axis have been carried out.
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4 Experimental Test Setup for Fracture Experiments on Single Grain Boundaries

Figure 4.10 Normalized stiffness as a function of the elastic modulus chosen for
the simulation for a laterally unconstrained and a laterally constrained
indenter.

For these simulations an anisotropic elastic material model with cubic symmetry
was applied. The cantilever with the [1 1 1] crystal orientation provides the highest
elastic modulus in the direction of the cantilever axis, while the [1 0 0] orientation
provides the lowest elastic modulus.

Assuming that the anisotropy of the aluminum crystals is preserved the elastic
constants for the single crystal can be estimated. For pure aluminum the elastic
constants in Voigt notation are given as [64]: C11 = 108GPa, C12 = 61GPa and
C44 = 29GPa. In order to determine a scaling factor, ξ, the isotropic elastic moduli
of pure aluminum and AA2198 were compared to each other. The isotropic elastic
modulus of the alloy is taken to be 75GPa [60]. Pure aluminum has an isotropic
elastic modulus of 70GPa. Hence ξ is calculated:

ξ =
EAA2198

Epure Al
= 1.071. (4.18)

The elastic constants for AA2198 are approximated as:

CAA2198
11 = ξ CAl

11 = 115.7GPa

CAA2198
12 = ξ CAl

12 = 65.3GPa

CAA2198
44 = ξ CAl

44 = 31.1GPa.

(4.19)

The simulations show that the deviations from the cantilever stiffness in a isotropic
specimen with the same geometry do not exceed 10%. These simulations of sin-
gle crystals can be seen as a worst case where the elastic anisotropy of the single
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4.7 Experimental Evaluation of Damage Initiation and Propagation

grains is most important. Since multiple grains are involved in the deformation of
the specimens which have been investigated here elastic isotropy is assumed for the
analysis.

4.7 Experimental Evaluation of Damage Initiation and
Propagation

SEM images were taken from each tested specimen to determine the location where
the cantilevers were deformed, damaged or fractured. In most cases the cantilevers
failed – as desired – at the chosen grain boundary as shown in figure 4.11. In a
few cases the cantilevers failed at grain boundaries at the support or multiple grain
boundaries failed during the test. Particularly stable grain boundaries or a badly
positioned notch can cause such a behavior when the stress to separate the grain
boundary is not achieved. The analysis of the fracture parameters of the single grain
boundary is considered in section 6.

Figure 4.11 Cantilever after the fracture test. The grain boundary under the U-
notch failed as desired.

For cantilevers of each temper the development of the stiffness during the bending
experiments was determined. The loading of the cantilevers was performed at a
constant loading rate of 5 nm/s. Every 100 nm of displacement the indenter was
unloaded to 50% of the maximum load for the determination of the stiffness. The
load-displacement data is then normalized through the procedure given in section 4.6
including the lateral stiffness of the indenter in order to compare the cantilevers to
each other.

The experimental data of two cantilevers of each temper is shown here for com-
parison. The geometry for of the cantilevers is given in table 4.5. The load versus
deflection data is shown in figure 4.12(a). The elastic stiffness, i. e. the slope of
the reloading segments, differs significantly between the specimens due to differ-
ences in the geometry. Making use of the FE-based normalization procedure these
differences are largely eliminated, as shown in figure 4.12(b). Furthermore, the
normalized stiffness is shown not to differ significantly between different specimens.

The normalized stiffness also refers to the elastic deformation of the specimen and
can be used to monitor the initiation and propagation of a crack. The accumulated
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4 Experimental Test Setup for Fracture Experiments on Single Grain Boundaries

damage of the cantilever depends on the deformation history which is represented by
the maximum deflection of the cantilever at each instant. Hence, in order to compare
the evolution of the stiffness for different specimens, the slopes of the reloading
segments are plotted against the deflection of the cantilever at the beginning of the
corresponding unloading segment. In figure 4.13 the cantilever stiffness is plotted
for specimens of both tempers. Generally, no significant decrease of the normalized
stiffness can be found with increasing deflection of the cantilever indicating brittle
boundaries. As soon as the critical load or deflection for the initiation of a crack
is attained, the grain boundary fails without stable crack propagation. Since no
significant loss of elastic stiffness occurs prior to specimen failure, the nonlinearity
in the normalized force is solely attributed to plastic deformation.∗

Specimen temper H µm L, µm B, µm a, µm d, µm

CB-1 T8 6.43 24.46 6.05 0.8 3.0
CB-2 T8 8.89 24.8 5.14 0.64 4.71
CB-3 T8 9.07 21.9 5.82 0.88 4.55
CB-4 T8 9.43 25.23 5.57 1.05 3.20

CB-5 T351 6.48 17.43 7.11 1.01 2.13
CB-6 T351 6.46 19.03 5.72 1.07 2.91
CB-7 T351 6.84 18.40 4.31 1.09 1.28
CB-8 T351 7.28 24.99 7.69 1.24 4.12
CB-9 T351 8.33 23.18 5.81 1.6 5.90

Table 4.5 Geometry of the tested cantilever specimens. The geometric features
given are the bending height, H, the bending length, L, the width, B,
the notch depth, a and the position of the notch center, d. The notch
radius for all specimens was 1 µm.

While it has already been stated that the plastic deformation of the specimen
does not affect the applicability of the linear elastic model for the normalization
of the load and the stiffness, this model cannot predict the stress fields in the
cantilever at the point of failure. In order to overcome this limitation, the linear
elastic constitutive law must be replaced by an appropriate constitutive model that
includes plastic deformation. This is presented in chapter 5.

4.8 Morphology of the Crack Tip and the Crack Surface

In addition to the load-displacement response, the tested specimens were observed
by high resolution electron microscopy. The crack tips and the fracture surfaces
are of particular interest for studies of interfacial failure. Such observations provide
insight into the mechanisms of grain boundary failure. While the usefulness of a

∗It is worth noting that in very few cases a decrease of the stiffness is found prior to fracture.
These samples have not been included for the further analysis presented in chapter 6.
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4.8 Morphology of the Crack Tip and the Crack Surface

(a)

(b)

Figure 4.12 (a) load-deflection curves and (b) corresponding normalized load-
deflection curves for specimens of the tempers T351 (CB-6, CB-7)
and T8 (CB-1, CB-2).
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4 Experimental Test Setup for Fracture Experiments on Single Grain Boundaries

Figure 4.13 Normalized stiffness versus the deflection of the cantilever at the be-
ginning of each corresponding unloading segment.

detailed analysis of the mechanisms involved in the failure of grain boundaries in
AA2198 is limited to the effects of gallium embrittlement, several examples of the
features discernible from this technique are presented in the following paragraphs.

Figure 4.14 shows high resolution SEM-micrographs of the crack tips (figure 4.14(a)
and 4.14(b)) or directly behind the crack tip (figure 4.14(c)) for various tested can-
tilevers. Most crack tips were sharp irrespective of the thermo-mechanical condition,
as shown in figure 4.14(a). In the grain on the left, slip traces are clearly visible.
Such planar slip is known to cause stress concentrations at grain boundaries [65]
which promote intergranular failure. Another feature which could be observed was a
domain of bridging elements behind the crack tip also in an underaged specimen (see
figure 4.14(b)). Lastly, a blunted crack tip in a peak-aged specimen (figure 4.14(c))
was observed. The interfacial crack in this specimen was stopped at a triple junc-
tion, and massive slip occurred at the crack tip. The largely vertical lines which are
seen in figure 4.14(b) and 4.14(c) result from the specimen fabrication through FIB
milling, the so-called “curtaining effect”, and should not be confused with slip lines.

For further investigations into the mechanisms involved in the initiation and
propagation of a crack, it is of great interest to examine the fracture surfaces after
testing. The specimens remain connected to the support by a small ligament due to
the plastic deformation and compressive stresses on the lower part of the cantilever.
It is also possible that the cantilever makes contact with the material or the tip
of the indenter makes contact with the material surrounding the cantilever. While
the maintained attachment of the cantilever allows the identification of the indenter
contact position which is needed to measure the bending length, the fracture surfaces
are not readily accessible for imaging and need to be separated. In order to create
enough space for the separation of the fracture surfaces using a Omniprobe micro-
manipulator the cantilever was shortened using FIB milling. The micro-manipulator
was carefully brought in contact with the shortened beam which was then deflected
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4.8 Morphology of the Crack Tip and the Crack Surface

(a) (b) (c)

Figure 4.14 (a) Sharp crack tip as observed in most specimens. Slip lines can
be seen on one of the adjacent grains. (b) Bridging elements found
behind a crack tip of an underaged specimen. (c) Rounded crack tip
in a peak-aged specimen showing massive slip on the crack ground.

to open the crack completely. It is worth noting that the complete removal of
the cantilever up to the fracture is not possible since redeposition on the fracture
surfaces must be avoided.

After opening the cracks further, the fracture surfaces reveal additional infor-
mation regarding the mechanisms of fracture. The underaged specimens exhibit
generally smooth fracture surfaces with some larger particles visible, as shown in
figure 4.15(a) and figure 4.15(b). Lines resembling fatigue striations which bow
around the coarse particles are found on the fracture surface (figure 4.15(a)). Fig-
ure 4.15(b) shows the fracture surface of the specimen that exhibits the domain of
bridging elements shown in figure 4.14(b). The fracture surface may be divided into
two regions. The first region resembles to the smooth surface of figure 4.15(a). The
second region shows a highly dimpled morphology. The fracture surfaces for the
peak-aged specimens show particles smaller than those found on the fracture sur-
faces of the underaged specimens, as can be seen from figure 4.15(c). This fracture
surface corresponds to the crack tip shown in figure 4.14(c). The striation-like lines
mentioned before are not found in any of the peak-aged specimens.

The features presented here give insight into the morphology of the intergranular
cracks and the mechanisms involved in the fracture process. The coarse particles
found on the fracture surfaces of the T351 specimens act as stress concentrators also
promoting grain boundary failure. The multiple unloads used in the bending exper-
iment can be one reason for the appearance of the striation-like lines on the fracture
surfaces of the T351 specimens since the number of unloads may be roughly corre-
lated to the number of lines. However, other T351 specimens either do not show
these lines or the lines are less pronounced. The orientation of the boundary and
the adjacent grains and, in particular, the particles on the grain boundaries are
expected to influence the formation of these lines. From the fracture surfaces shown
in figure 4.15(b) it can be seen that the fracture mode has changed from brittle
fracture to dimpled fracture which indicates ductile deformation within the bound-
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(a) (b)

(c)

Figure 4.15 (a) Smooth fracture surface of a grain boundary in an underaged spec-
imen showing large particles and striation like lines. (b) Partially dim-
pled fracture surface of an underaged specimen. (c) fracture surface
of a grain boundary in a peak-aged specimen with finely distributed
particles, the arrow marks the position where the crack stopped.

ary. More investigations on the morphology of the grain boundary are required to
determine the cause for this change in fracture mode. However, due to the influence
of gallium on grain boundaries in aluminum a detailed study of the mechanisms of
grain boundary failure is beyond the scope of this thesis.

Summary

• The aluminum alloy 2198 has been chosen as a model material since it provides
a combination of ductile grains with brittle interfaces which is a fundamen-
tal case for intergranular fracture in metals. The microstructure of this alloy
provides flat grain boundaries and therefore the possibility of creating micro-
scopic bending specimens with a constant crack width. The grain boundary
properties of this alloy may be altered by heat treatments.
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4.8 Morphology of the Crack Tip and the Crack Surface

• Additional embrittlement of the grain boundaries due to the FIB preparation
involving a gallium ion source is acceptable for the development of the method
since the material’s character of brittle interfaces and ductile grains is not
changed.

• An experimental method for the separation of single grain boundaries has been
established. Notched cantilever specimens with a rectangular cross-section
have been chosen since they provide the most promising approach for micro-
scopic fracture experiments.

• Corrections to the experimental data that arise due to the use of a sharp
indentation tip have been established.

• The stiffness measurements have shown that the specimens fail without signifi-
cant propagation of the damage. The grain boundaries can, thus, be identified
as brittle interfaces.

• A finite element framework for the analysis of the specimens has been estab-
lished. This framework incorporating a linear elastic material can be used to
compare the load and the stiffness of similar specimens up to the yield load
and to identify the onset and propagation of damage. However, for the anal-
ysis of stresses and strains at the moment of fracture, the plastic deformation
of the specimens needs to be taken into account.
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5 Determination of the Plastic
Deformation Properties of the
Grains

In order to describe the plastic deformation in the oligo-crystalline cantilevers the
anisotropic deformation behavior of each grain must be taken into account. A fi-
nite element crystal plasticity material model is capable to describe the anisotropic
deformation behavior. However, an independent determination of the plastic defor-
mation properties is required. Since the determination of the model parameters is
difficult to perform from load-displacement data of polycrystalline structures and
macroscopic single crystals are not available for the specific temper of the alloy,
micro-column compression experiments were carried out in order to provide uni-
axial load-displacement data from single crystals of the alloy. The investigations
into the plastic deformation behavior have been limited to the under-aged material
(T351).

5.1 Experimental Set-up and Data Analysis

Micro-columns with a nominal diameter of 2 µm were prepared into the polished∗

surface of the sample. The transverse direction was parallel to the axis of the column,
as shown in figure 4.1. Since the average grain thickness is 3 µm, the choice of
columns with a diameter of 2 µm allowed for the fabrication of single crystal columns.
Combining EBSD-measurements and focused ion beam imaging, preferable grains
for column fabrication were identified. Coarser grains were found from FIB images of
areas adjacent to the desired spot for milling. FIB marks were produced to identify
these locations during the later milling process. Then, the orientation of the grains
in these regions was determined by EBSD also revealing the shape of the grains
such that the final milling location could be established. This location was marked
by a “cross-hair” pattern in order to identify the position of the column axis using
FIB images without directly scanning over the column. Annular milling [21] was
used to fabricate the micro-columns, as schematically illustrated in figure 5.1. The
outer diameter was chosen to leave enough space for a flat punch indenter. During
the procedure concentric rings were milled into the surface while the ion current
was stepwise reduced from 7nA to 50 pA. This enabled finer control of the column
geometry such that the taper angle could be reduced to less than 2◦. The nominal
dimensions of the columns were 2 µm : 6 µm (diameter : height), resulting in an

∗see section 4.3 for polishing procedure
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aspect ratio of 1 : 3. This aspect ratio provides a sufficiently homogeneous stress
field in the column while preventing instable deformation modes like buckling. Due
to the anisotropic milling rates for different crystallographic orientations the annular
milling procedure created an uneven surface. In order to reduce elevated differences
in the height of the surface, these differences were leveled after each milling step,
but cannot be completely circumvented.

Figure 5.1 Annular milling procedure for the fabrication of micro-columns. The
column geometry is determined by the initial height, H0, and the di-
ameter at the top, Dtop, and at the foot, Dfoot, of the column. The
average diameter, D̄, and the taper angle are calculated assuming that
the diameter increases linearly from the top to the foot.

A set of micro-columns was fabricated according to the procedure described pre-
viously. Due to the need to create single crystalline volumes, the average diameters
of the columns were in the rage between 1.5 µm to 2.0 µm and the initial height was
in the range was in the range between 5.5 µm and 7.0 µm; the aspect ratio is held in
the range between 1 : 2 and 1 : 4. For further investigations into the size dependence
of the mechanical behavior, two columns with nominal diameters of 1 µm and 3 µm,
aspect ratios of 1 : 3 (diameter : height) and similar orientations were fabricated.
As shown later in this chapter, the specimen size does not influence the mechanical
behavior for the considered range of specimen dimensions. The micro-columns have
the shape of a tapered cylinder such that the geometry of each column is given by
the initial height, H0, and the initial diameters on the top, Dtop, and at the foot,
Dfoot.

The micro-columns were compressed making use of the same nanoindenter as
used for the bending experiments. The indenter was equipped with a flat punch tip
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with a diameter of 15 µm in order to create a uniform displacement at the head of the
column. The outer diameter for the milling procedure was chosen as 25 µm such that
the indenter tip does not make contact with the material surrounding the column.
The experiments were carried out using the displacement control with a constant
nominal strain rate, ϵ̇, of 0.0005 s−1. This strain rate was achieved by adjusting the
displacement rate, ḣ, for each column of the initial height, H0, according to:

ḣ = ϵ̇ H0. (5.1)

In addition to the load-displacement data the elastic stiffness of the column and
its support was measured by making use of the dynamic indentation technique
(continuous stiffness measurement, CSM). For the CSM measurement a displace-
ment amplitude of 2 nm and a frequency of 45Hz have been used. An example for
a column before and after compression is shown in figure 5.2. The corresponding
load-displacement data is shown in figure 5.3. The geometry of the tested specimens
is given in table 5.1.

(a) (b) (c)

Figure 5.2 Example for a micro-column (a) before and (b) after the compression
experiment. (c) Inverse pole figure describing the orientation of the
compression axis in relation to the grain.

Data Analysis

The steps on the tested column in figure 5.2(b) indicate that plastic deformation
took place along distinct slip planes. Moreover, the plastic deformation is restricted
to the upper part of the column where the stresses are expected to be maximum due
to the tapered shape of the column. The column shown in figure 5.2(b) has been
deformed to strains larger than 30%. The flattened region next to the circular initial
contact area at the top of the column is formed when the indenter makes contact with
the part of the column below the slip region. As expected from other microscopic
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5.1 Experimental Set-up and Data Analysis

Figure 5.3 Load-displacement response of the micro-column shown in figure 5.2.

single crystal deformation experiments [16, 21] a mostly linear increase of the load
is followed by discontinuous plastic deformation with displacement bursts.

The discontinuous plastic deformation is attributed to dislocation movement on
distinct slip systems. Since the aluminum alloy has a FCC crystal structure the
single crystals are expected to deform on {1 1 1} crystallographic planes and in
[1 1 0] crystallographic directions. Including all permutations, 12 independent slip
systems are available for the deformation. In order to determine the number of slip
systems that are active during a compression experiment the Schmid factors are
calculated. The Schmid factor, m, relates the normal stress ς to the resolved shear
stress τ , i. e. the shear stress acting on a slip system:

τ = m · ς. (5.2)

Knowing the Schmid factors for a single crystal is particularly useful since they
allow to distinguish between experiments where initially only one slip system is
active and experiments where slip is initiated on multiple slip systems. For the
measured orientation of the column along the column axis, as given by the inverse
pole figure in figure 5.2(c), a maximum Schmid factor of 0.48 is achieved. The next
lower Schmid factor is 0.40, suggesting that only one slip system is active during
the beginning of the plastic deformation. However, at later stages of the plastic
deformation more slip systems are activated due to changes in the geometry and
the continuously changing crystallographic orientation [66].

Due to imperfections in the contact between indenter and column stemming
from surface roughness due to redeposition during the milling process the point of
full contact is not consistent with the point of initial contact. In order to assess
the column deformation the following procedure is applied. First, as shown in
figure 5.4(a) the local slope of the loading curve, which will be called loading stiffness,
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Specimen Dtop, µm Dfoot, µm H0, µm

CC-1 1.76 2.46 6.52
CC-2 1.70 2.30 7.98
CC-3 1.70 2.23 5.46
CC-4 1.61 2.19 6.28
CC-5 1.59 2.21 6.63
CC-6 1.67 2.08 5.65
CC-7 1.63 2.18 6.10
CC-8 1.8 2.16 6.26
CC-9 1.82 2.21 6.77

CC-10 1.76 2.13 6.4
CC-11 1.91 2.15 6.55
CC-12 1.92 2.13 6.87
CC-13 1.91 2.27 6.32
CC-14 1.44 1.62 6.57
CC-15 0.96 1.21 3.45
CC-16 2.73 3.35 8.90
CC-17 0.81 1.04 3.64

Table 5.1 Geometries for the tested micro-columns. The aspect ratio is calculated
using the average diameter.

is determined by using a linear fit over a range of ± 3 nm† around each point of the
loading curve. The maximum of the slope, Sfc, is associated with the point of
full contact, where effects of the surface roughness on the top of the column are
negligible. As illustrated in figure 5.4(a), the yield point, (hY, PY), is defined here
as the point where the slope of the loading curve becomes less than a threshold
value of 20% of Sfc.

The elastic analysis of the mechanical behavior of the columns is circumvented
by the uneven foot of the column due to the anisotropic milling rates of the indi-
vidual grains adjacent to the column. However, since the column diameter at the
foot is larger than at the top, the highest stresses are expected at the top of the
column. Therefore, the plastic deformation is restricted only to the upper part of
the column, while the foot of the column is assumed to be subject to purely elastic
deformation [28]. Since only the displacement associated with the plastic deforma-
tion is of interest for the determination of the parameters of the crystal plasticity
model, an explicit analysis of the elastic material behavior is not needed. In order
to obtain the displacement associated with the purely plastic deformation, hpl, the

†±20 measuring points since the data acquisition rate is 10Hz
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5.2 Crystal Plasticity Model for Finite Element Simulations

experimental data must be corrected for the displacement associated with the elastic
deformation, hcorel , as illustrated in figure 5.4(b):

hcorel (P ) =
P

Sfc
. (5.3)

Assuming that the plastic deformation starts at the yield point, (hY, PY), devia-
tions from the linear loading before the yield point require an additional correction,
hcorconst. This correction is found by extrapolating linear loading behavior to zero
load, starting at the yield point:

P = 0 = Sfc(h
cor
const − hY) + PY, (5.4)

therefore:

hcorconst = hY − PY

Sfc
. (5.5)

The displacement associated with plastic deformation, hpl(P ), is then calculated as:

hpl(P ) = h(P )− hcorel (P )− hcorconst (5.6)

⇒ hpl(P ) = h(P )− P

Sfc
−

(
hY − PY

Sfc

)
. (5.7)

where h is the total displacement of the indenter.
In order to compare specimens with differing geometries the engineering stress,

σ, and the engineering plastic strain, ε, are defined as:

σ =
P

Ā
=

P
π
4 D̄

2
(5.8)

and

ε =
hpl
H0

, (5.9)

where Ā is the area at the center of the column and D̄ is the average diameter,
which is calculated using the diameter of the column at the top, Dtop, and at its
foot, Dfoot:

D̄ =
Dtop +Dfoot

2
. (5.10)

This normalization can be applied to the experimental data as well as to the simu-
lations.

5.2 Crystal Plasticity Model for Finite Element
Simulations

Both the elastic and the plastic deformation of the grains are anisotropic due to the
crystal structure. Using finite element simulations this deformation is reproduced
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5 Determination of the Plastic Deformation Properties of the Grains

(a)

(b)

Figure 5.4 (a) Definition of the yield point based on the loading stiffness of a
micro-column. (b) Correction to the experimental compression data
of a micro-column to obtain the displacement associated with plastic
deformation starting at the yield point.
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5.2 Crystal Plasticity Model for Finite Element Simulations

with a crystal plasticity constitutive model. In the following the constitutive equa-
tions for the model used within this work are given. The origin of this model is a
crystal plasticity user material subroutine (UMAT) developed at Harvard Univer-
sity [67], which bases on the framework of Peirce et al [68] and Asaro [69, 70]. The
UMAT used in this work has been modified by Graff [71].

The deformation gradient, F, of a crystal lattice can be multiplicatively decom-
posed into a part referring to the stretching and the rotation of the lattice, F∗, and
the deformation gradient associated with the plastic deformation, Fp:

F = F∗Fp (5.11)

The velocity gradient therefore can be decomposed in a part referring to the stretch-
ing and the rotation of the lattice, L∗, and a plastic part, Lp:

L = ḞF−1

= L∗ + Lp

= (D∗ +Ω∗) + (Dp +Ωp)

(5.12)

where (D∗,Ω∗) are the lattice parts of the rate of the stretching tensor and the
spin tensor, respectively. Accordingly, (Dp,Ωp) are the plastic parts of the rate
of the stretching tensor and the rate of the spin tensor. Taking into account that
the plastic deformation is constrained to specific slip directions, mα, on particular
lattice planes described by their normals nα, the plastic velocity gradient, Lp, for
the deformation is expressed by the sum of the slip rates on all slip systems:

Lp =
∑
α

γ̇αmα ·nα, (5.13)

where γ̇α describes the slip rate on the slip system α. nα and mα are given in the
current configuration.

The constitutive law for elastic deformation in a rotating coordinate system can
be written as:

▽
σσσ
∗
+ σσσ(I : D∗) = C : D∗ (5.14)

with C being the tensor of elastic constants, σσσ the Cauchy stress, and
▽
σσσ
∗
the Jau-

mann rate of the Cauchy stress formed on the axes that spin with the crystal lattice.
This rate is related to the corotational stress rate on axes rotating with the material,
▽
σσσ, by:

▽
σσσ
∗
=

▽
σσσ + (Ω−Ω∗) ·σσσ − σσσ · (Ω−Ω∗)

with
▽
σσσ = σ̇̇σ̇σ −Ω ·σσσ + σσσ ·Ω

(5.15)

The plastic deformation on distinct slip systems is assumed as a viscoplastic
power law. The slip rate on each slip system α depends on the resolved shear stress
τα:

γ̇α

γ̇α0
=

∣∣∣∣ταταY
∣∣∣∣n · sign

(
τα

ταY

)
. (5.16)
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5 Determination of the Plastic Deformation Properties of the Grains

Here ταY characterizes the resistance to slip on the slip system α, i. e. the critical
resolved shear stress (CRSS). γ̇α0 is a reference shear rate and n is the rate sensitivity
exponent. The choice of the visco-plastic model for the slip systems allows for a
numerically stable way of distinguishing between active and inactive slip systems.

The evolution of the resistance to slip during the deformation process is described
by:

τ̇αY =
∑
β

hαβ(γ̄) γ̇
β, (5.17)

with the hardening moduli hαβ , that describe the self hardening (α = β) on a slip
system and the latent hardening (α ̸= β) due to plastic deformation on other slip
systems. γ̄ is the cumulative shear strain on all slip systems and can be calculated
from:

γ̄ =
∑
α

t∫
0

|γ̇α| dt∗. (5.18)

The interaction between slip systems is described by using the interaction coef-
ficients, qαβ , and a hardening law, h(γ̄):

hαβ(γ̄) = qαβ h(γ̄) (5.19)

The hardening law in this model is described by an exponential saturation law:

h(γ̄) = h0

(
1− τ0

τ∞

)
exp

(
−h0 γ̄

τ∞

)
, (5.20)

with the initial hardening modulus, h0, and the saturation hardening shear stress,
τ∞.

The resistance to slip at each instant t is then given by:

ταY = τ0 +

t∫
0

h(γ̄)

∑
β

qαβ γ̇
β

 dt∗. (5.21)

The integration constant, τ0, is a measure for the initial resistance against slip for
each slip system, i. e. the initial critical resolved shear stress.

Model Set-up and Handling of the Orientation

The material model has been implemented in a UMAT in the framework of the finite
element software ABAQUS. The grains of the model material show a face centered
cubic (FCC) crystallographic structure. The elastic constants for AA2198 have been
estimated as given by equation 4.19.

For FCC metals the plastic deformation is constrained to slip on {1 1 1} planes
in [1 1 0] directions. In order to correctly determine the resolved shear stress on each
slip system, the relation between the crystal orientation and the global orientation
must be established. EBSD measurements provide the orientation in terms of Euler
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5.3 Experimental Determination of the Crystal Plasticity Parameters

angles. An orthogonal rotation tensor, R can be calculated from these angles. This
rotation tensor, R, defines the rotation of the crystal coordinate system into the
global coordinate system, i. e. the components of the crystallographic vector, vcrystal,
are expressed in global coordinates by:

vglobal = Rvcrystal. (5.22)

With this relation given, material orientations for the crystals in ABAQUS are
determined from three points: the origin (0, 0, 0) and the components of the crys-
tallographic vectors (1, 0, 0) and (0, 1, 0) in the global coordinate system. The pa-
rameters for the constitutive model need to be defined only once in the ABAQUS
input file and the material orientations are defined for each grain in the definition
of a material section.

The material is assumed to be rate independent. Therefore, the visco-plasticity
exponent, n, in equation (5.16) should have a large value. For reasons of numerical
stability of the simulations a maximum value of 20 is used in this work. The reference
strain rate has been fixed to 0.001 s−1. These parameters for the visco-plasticity have
been used throughout the present work.

Finally, the hardening parameters need to be determined such that the load-
displacement data of columns is correctly reproduced by the FE calculations. In
order to reduce the number of fitting parameters, three cases can be distinguished:
self hardening for one slip system, interaction of active slip systems on one slip
plane (coplanar slip) and interaction of slip systems acting on different slip planes
(non-coplanar slip). Thus, the interaction coefficients can be reduced to:

qαβ =


1 if α = β

qcp for coplanar slip

qncp for non-coplanar slip.

(5.23)

5.3 Experimental Determination of the Crystal
Plasticity Parameters

Displacement bursts during the plastic deformation have been found in compression
experiments on micro-columns of various metals (e. g. [16, 21, 72]). This discontin-
uous plastic deformation is attributed to the discrete nature of dislocation activity.
The crystal plasticity model used here describes the anisotropic deformation within
strain levels where differences in the geometry between the experiment and the
simulation are small, even though the model cannot account for discontinuous de-
formation. From the shape of the load-displacement curves of several specimens
the plastic deformation shows a tendency to saturate. The exponential saturation
hardening law, as presented in section 5.2, provides a good representation for this
saturation within the FE model. The remaining parameters to be determined are
the self hardening parameters and the interaction coefficients. The self-hardening
parameters are the initial flow stress, τ0, the initial hardening modulus, h0, and the
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5 Determination of the Plastic Deformation Properties of the Grains

saturation hardening stress, τ∞. The interaction coefficients are given as qcp and
qncp for coplanar and non-coplanar slip, respectively.

Finite element models for each micro-column were created. These models for
the micro-columns are three dimensional models that include the initial height as
well as the diameters at the foot and on top of the column. An example FE-mesh
is shown in figure 5.5. The column is smoothly connected to its support which
consists of a cylindrical disk of 10 µm in height. The orientation of the respective
column was assigned to the complete model; orientations of adjacent grains have
been neglected. The ABAQUS mesh generator was used to create the finite element
mesh that consists of 8-node brick elements (C3D8). The approximate length of each
element edge was requested to be smaller than a tenth of the columns diameter on
the top. The mesh in the support coarsens with increasing distance to the column.
The bottom surface of the support was subject to fixed boundary conditions. The
indenter was modeled by a prescribed axial displacement on the top surface of the
column not allowing for lateral movement of any node of the top surface. Thus, the
experiment was modeled assuming ideal adhesion of the indenter to the top surface
of the column and no lateral compliance of the indenter. The displacement rate was
set to the average displacement rate during the experiment which is determined by
the maximum displacement at 10% engineering strain, divided by the time needed
to achieve this displacement. The investigation of the deformation is limited to the
displacement where 10% of the engineering strain is achieved. Beyond that point
the geometry of the deformed column significantly differs from the geometry found
in the simulation due to the discrete deformation. The parameters of the crystal
plasticity model are, thus, fitted to this limit of 10% engineering strain.

Figure 5.5 Example FE-mesh for modeling of the deformation of a micro-column.

For the determination of the crystal plasticity constants a column with defor-
mation on one distinct slip system was selected. This allows to determine the self
hardening parameters, τ0, τ∞ and h0, of one slip system without influence of other
slip systems. The load-displacement data determined from the simulation was com-
pared to the deformation of the corresponding specimen which was determined from
the analysis procedure given in section 5.1. A set of simulations was carried out
to determine optimized parameters that allow for the correct reproduction of the
load-displacement curve (see figure 5.6). Within these simulations both interaction
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τ0,MPa τ∞,MPa h0,MPa qcp,- qncp,-

120.0 137.0 8000.0 2.0 10.0

Table 5.2 Crystal plasticity constants determined form micro-compression experi-
ments.

coefficients, qcp and qncp, were set to unity. The optimized parameters are given in
table 5.2. Figure 5.7 qualitatively compares the deformation from the experiment
and corresponding FE-simulation. The global slip direction of the column in the
FE simulation is identical to the slip deformation in the corresponding experiment.
Moreover, only the slip system with the highest Schmid factor is active in the sim-
ulation of the specimen oriented for single slip, which is shown in figure 5.8. The
plastic deformation in the simulation is restricted to the upper part of the column
confirming the assumption that the influence of the foot on the plastic deforma-
tion is negligible. The secondary slip system remains inactive until later stages of
deformation.

Figure 5.6 Load-displacement response of the specimen oriented for single slip
(CC-1). Open symbols represent the simulation results, solid symbols
give the experimental data.

After the self hardening parameters were determined, the interaction parameters
were adjusted to reproduce the deformation of columns with more than one initially
active slip system. The experimental load-displacement data of a column with
two active coplanar slip systems was used to quantify the interaction coefficient
qcp. Another column with two non-coplanar slip systems provided the experimental
data to determine the interaction coefficient qncp. The interaction coefficients are
also given in table 5.2. These coefficients differ form the coefficients usually used in
crystal plasticity simulations which are 1 for coplanar slip and 1.4 for non-coplanar
slip (see [73]). Figure 5.9 depicts the experimental load-displacement data of the
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5 Determination of the Plastic Deformation Properties of the Grains

Figure 5.7 Comparison of the deformations of a tested specimen (CC-1) and the
corresponding simulation. The simulation depicts the result corre-
sponding to 10% nominal strain while the maximum nominal strain
in the experiment was 30%. The slip direction in the experiment is
identical to the slip direction in the simulation.

(a) (b)

Figure 5.8 Simulation of a deformed column (CC-1) shown in figure 5.2. The
color code represents the shear strain, γ, (a) on the slip system with
the highest Schmid factor, 0.48, and (b) the slip system providing the
second highest Schmid factor, 0.40.
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columns used for the parameter optimization together with the load-displacement
data extracted from the respective simulations.

Figure 5.9 Load-displacement response (solid symbols) and FE-prediction (open
symbols) for the columns used for the fitting of the crystal plasticity
parameters (CC-1, CC-14 and CC-15).

The material model was verified by applying the parameter set to the FE sim-
ulations of the remaining columns. The results for three columns are shown in
figure 5.10. The material model predicts the load-displacement response of columns
with various orientations quite well.

In order to provide limits for the application of the crystal plasticity parameters
the average value of the accumulated plastic strain, γ̄, at an engineering plastic strain
of 10% in a column without the support was calculated. For the column oriented
for single slip as given in figure 5.8 this value is on the order of 20%. If during
the application of the adjusted crystal plasticity model values beyond this limit are
found at material points, the respective material behavior must be considered as an
extrapolation of the model.

In the case of columns with the compression axis close to a [1 1 1] crystal orienta-
tion the material model overestimates the experimental yield stresses, as can be seen
from figure 5.11. The reasons for this overestimation are probably related to the mi-
croscopic deformation mechanisms that govern the deformation of the micro-column.
This deviation might be explained with the potentially unstable deformation due
to compression in connection with the particular symmetry of this orientation but
was not further investigated. However, it is shown in the following chapter that the
overestimation has no influence on the simulation of the deformation of cantilevers.

Size Effects in Micro-Compression Tests

In the case of micro-column compression experiments on single-crystalline mono-
lithic specimens, it is widely observed that the yield stresses increase when the
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Figure 5.10 Examples for the application of the calibrated crystal plasticity model
to columns with various orientations (CC-3, CC-7 and CC-17). Solid
symbols are experimental data, open symbols represent simulation
data.

Figure 5.11 Load-displacement response of specimens with the compression axis
close to a ⟨1 1 1⟩ crystal orientation (solid symbols; CC-9, CC-12 and
CC-13). Open symbols represent the simulation results.
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diameter of the micro-columns is decreased [16, 21], thus, for the present study an
estimation of the influence of the size of the specimens on the deformation behavior
is necessary.

Columns with nominal diameters of 1 µm, 2 µm and 3 µm and constant aspect
ratios of 1 : 3 (diameter : height) were fabricated out of grains of similar orientations
and tested with the same method as the columns presented in this chapter. Finite
element simulations for each of the columns using the fitted parameter set were car-
ried out and the results were compared to the experimental load-displacement data
of the compression experiments. The load-displacement data is in good agreement
with the experimental data from the compression experiments of all column sizes,
as can be seen from figure 5.12. It can be concluded that crystal plasticity param-
eters, as determined from the micro-compression experiments on single crystalline
columns of the model material, are not influenced by the size of the specimens in
the investigated range between 1 µm and 3 µm. The absence of a size effect is not
unexpected. Due to the alloying content and the thermo-mechanical treatment the
microstructural lengthscale controlling the stress-strain behavior is much smaller
than the geometric length scale as given by the diameter of the column. This is in
contrast to well annealed single crystals of pure metals in which most size effects
are observed.

Figure 5.12 Load-displacement response of specimens with nominal diameters of
1 µm, 2 µm and 3 µm providing similar orientations along the column
axis (CC-11, CC-15 and CC-16). The aspect ratio is 1 : 3 for each
column. Solid symbols represent the experimental data, open symbols
provide data extracted from FE-simulations.
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Effects of the Boundary Conditions on the Simulation of
Micro-compression Experiments

The boundary conditions can have a significant impact on the load-displacement
data of micro-compression tests. For the simulations it was assumed that the surface
at the foot of the column is smooth and the orientation of the surrounding material
was neglected. Due to the tapered geometry of the column these regions were
subject to elastic deformation only. Since the analysis of the micro-compression
data excludes the elastic deformation, the assumed simplifications have no effect on
the result.

The boundary conditions on top of the column can be important for the plastic
deformation behavior. It is to be distinguished between effects induced by the lateral
stiffness of the indenter and the friction between the indenter head and the top of
the column. The lateral indenter stiffness is on the order of 10000N/m while the
lateral bending stiffness of the columns is on the order of 1000N/m. Therefore,
an indenter with infinite lateral stiffness was assumed. The friction between the
indenter head and the column has not been quantified for the micro-compression
tests presented here. SEM-images of tested columns show that the top surface of
the columns did not alternate its shape plastically such that ideal adhesion between
the indenter tip and the surrounding material is a reasonable approximation.

Summary

• Micro-column compression experiments were used to determine the load-dis-
placement response of single crystals subjected to uniaxial stresses.

• A finite element crystal plasticity model was adopted to describe the defor-
mation of single grains within a finite element framework.

• A set of crystal plasticity parameters was identified from the compression tests.
These parameters are valid up to values of 20% accumulated plastic strain.

• The material model was verified for various orientations with the exception
of the case where orientation of the compression axis of the column is aligned
with a [1 1 1] crystal orientation. The quality of the prediction for various
orientations is summarized in figure 5.13.

• Influences on the measurement of crystal plasticity constants were discussed.
In particular, the results were independent of the size of the columns.
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Figure 5.13 Anisotropic yield according to various crystal orientations (solid sym-
bols). Open symbols represent the simulation results.
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6 Determination of the Grain
Boundary Strength

The determination of the strength of a single grain boundary requires the com-
bination of the experimental technique as established in chapter 4 and the finite
element based crystal plasticity model for the single grains presented in chapter 5.
The integration of the crystal plasticity model into the finite element simulations for
the notched cantilever specimens is presented here. Additionally, a cohesive zone
model is introduced to the finite element framework to investigate the separation
properties of a single grain boundary. Finally, the methodology is applied to two
cantilevers that fractured after significant plastic deformation and shortly after the
onset of plastic deformation, respectively. The results are discussed in terms of grain
boundary strength.

6.1 Transfer of the Crystal Plasticity Model to the
Cantilever Specimens

Finite element models for each cantilever were built according to the models pre-
sented in section 4.6 including the lateral position and the lateral stiffness of the
indenter. The isotropic elastic material was replaced by the crystal plasticity model
including the parameters determined in chapter 5. The cantilever was therefore
partitioned into four sections as shown in figure 6.1(a). The two sections adjacent
to the grain boundary were assigned the material orientations determined by EBSD
measurements. In order to simplify the simulations, a specific material orientation
was assigned to the sections not adjacent to the notch such that a [1 1 0] crystal-
lographic axis was aligned with the cantilever axis. This is reasonable since simu-
lations have shown that the crystallographic orientation of these sections has little
effect on the load-displacement data and that this orientation is frequently found
along the cantilever axis. The displacement at the grain boundary is prescribed
to be continuous without further restrictions to the deformation. The cantilevers
were loaded in displacement control using the average displacement rate identified
from the experiments. In addition to the cantilevers with a grain boundary at the
position of the notch, cantilevers with a notch in a single grain were fabricated. The
corresponding orientations of the cantilever sections are given in figure 6.1(b).

Assessment of the Load-Displacement Response of the Cantilevers

The cantilevers with the notch placed in a single grain allow the assessment of the
deformation of a grain during the bending experiment separately from any influence
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(a) (b)

Figure 6.1 Orientations within the cantilever model (a) with the notch at the po-
sition of a grain boundary and (b) with the notch placed within a single
grain.

of a grain boundary under the notch. In figure 6.2 the experimentally recorded
load-deflection data for these cantilevers is compared to the corresponding data ex-
tracted from the respective simulations. Figure 6.3 shows the data for cantilevers
with a grain boundary under the notch. Generally, the simulation data was in good
agreement with the experimental data. However, differences between the experi-
ments and the simulations exist. Possible reasons are discussed at the end of this
section.

Figure 6.2 Comparison of the experimental load-deflection response of two can-
tilevers with the notch placed in a single grain (solid symbols) with the
corresponding simulation data (open symbols).

Local Deformation in the Vicinity of the Notch

The simulations must capture the local deformations of the grains adjacent to the
notch. In order to assess these deformations local measurements of the deformation
field are required.
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Figure 6.3 Comparison of the experimental load-deflection response of three can-
tilevers with a grain boundary under the notch (solid symbols) with
the corresponding simulation data (open symbols).

Making use of an in situ test setup in the SEM, the displacement field around
the notch was captured using digital image correlation, as described in section 3.4.
In order to enable such measurements a platinum speckle pattern was created on
the side surface of a cantilever in the region under the notch. The deposition of the
platinum was achieved with the electron beam in combination with a gas injection
system (GIS) to prevent any additional ion damage. The platinum pattern consisted
of a large number of platinum dots such that the mechanical behavior of the can-
tilever was not affected by the pattern. The size of the dots was chosen according
to the expected displacements, the desired magnification and the image resolution
(pixel size) available. In order to capture the displacement field in the region mea-
suring 8 µm along the cantilever axis and 6 µm along the cantilever height under the
notch, platinum dots with average diameter of 200 nm were deposited. The spacing
between the platinum dots was on the same order as the diameter

A reference image of the undeformed cantilever was recorded. The cantilever
was then bent to a load of 1.6mN making use of an in situ nanoindenter (Nanome-
chanics Inc.) equipped with a cube corner tip. The force on the cantilever was held
constant while high resolution images of the deformed cantilever were recorded. The
displacement field at the notch was determined by applying DIC to the reference
image and the deformed image. The size of the subsets of pixels was on the order
of the size of the platinum dots. Figure 6.4 shows the displacement field for the
cantilever with a grain boundary under the notch. The experimentally determined
displacement field and the displacement field extracted from the corresponding sim-
ulation at the same load were generally in good agreement. It can be concluded that
not only the load-displacement curves but also the local deformations are captured
by the simulations. The scatter resulting from the DIC measurement was on the
order of ±5 nm while the maximum displacement was on the order of 50 nm. Hence,
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6.1 Transfer of the Crystal Plasticity Model to the Cantilever Specimens

the determination of the local strain field from the DIC data leads to a significant
error. Inaccuracies in the displacement field under the notch may result from the
scatter in the displacement measurement. Possible inaccuracies related to the finite
element modeling are discussed at the end of this chapter.

(a) (b)

Figure 6.4 Displacement field at the notch ground of a cantilever measured by
digital image correlation (a) and extracted from the corresponding FEM
simulation at the same load (b).

Deviations between Simulations and Experimental Data

The load-displacement data determined by the simulation is highly sensitive to
the measured values of the characteristic dimensions. Figure 6.5(a) illustrates the
effect of the geometry of the cantilever on the load-displacement data. The green
triangles represent the load-displacement data extracted from a simulation of a
cantilever with the nominal dimensions height : width : length = 8.0 µm : 5.0 µm :
20.0 µm. The black and red lines are the upper and lower limits calculated by
varying the cantilever dimensions, respectively. The precision of the measurement
of the cantilever dimensions from SEM images was better than 0.2 µm. Hence, the
upper limit was achieved by adding 0.2 µm to the height and the width and by
reducing the length by 0.2 µm. Accordingly, the lower limit was calculated with the
width and the height reduced by 0.2 µm while the length was increased by 0.2 µm.
These limits represent the worst case for deviations in the load-displacement data
caused by the measurement of the geometry of the cantilevers.

While the global load-displacement response provides an overview of the defor-
mation process the, local stress field at the grain boundary determines the fracture
process. The evolution of the normal stress in the direction of the cantilever axis at
the center of the notch ground was evaluated for the upper and the lower limiting
cases in order to provide an estimation of the effect of the geometry on the local
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6 Determination of the Grain Boundary Strength

stresses. In figure 6.5(b) this stress is given for the limiting curves. The differences
in the geometry only slightly alter the stress at the notch ground.

(a)

(b)

Figure 6.5 (a) Load-deflection response of a cantilever with the dimensions height :
width : length = 8.0 µm : 5.0 µm : 20.0 µm together with the upper and
lower limits due to deviations in the geometry. (b) Stress at the center
of the notch ground for the upper and lower limits.

Deviations of the hardening parameters of the crystal plasticity model also in-
fluence the load-displacement response of a cantilever and the stresses at the grain
boundary. In particular, the saturation stress, τ∞, and the initial hardening mod-
ulus, h0, (see section 5.2) determine the stress at a material point after the onset
of plastic deformation. Starting with the cantilever geometry associated with the
nominal dimensions, the saturation stress was varied by ±10MPa and the initial
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6.2 Cohesive Zone Model of the Grain Boundary

hardening modulus was varied by ±4000MPa. Figure 6.6(a) illustrates the effect
of the variation of the crystal plasticity parameters on the load-displacement curve.
The variation of the saturation stress causes an increasing difference of the load
with increasing deflection of the cantilever. The variation of the hardening modulus
has only little influence on the data during the initial stages of plastic deformation
and the differences even decrease at larger deflections.

The evolution of the normal stress along the cantilever axis at the center of the
notch ground was determined from the simulations to estimate the effect of the
variation of the crystal plasticity parameters on the fracture process 6.6(b). In
particular, the saturation stress (solid lines) has a strong influence on the stress at
the grain boundary. In contrast, the influence of the initial hardening modulus is
moderate (dashed lines).

It is important to note that the crystal plasticity constants were determined to
a maximum accumulated plastic strain of 20%, as shown in chapter 5. Therefore, if
the accumulated plastic strain in the cantilever exceeds 20% the material response
at the respective material points must be considered as an extrapolation of the vali-
dated material model. The plastic strain within must be assessed for each cantilever
explicitly since the geometry and crystal orientation can cause significant differences
of the maximum strain between specimens.

In conclusion, deviations of the load-displacement response between the exper-
imental data and the simulations of cantilevers can be caused by uncertainties in
the measurement of the geometry and deviations in the parameters of the crystal
plasticity model. The stress in the vicinity of the grain boundary is less sensitive to
the geometry but strongly depend on the saturation stress provided by the crystal
plasticity model. Hence, a precise determination of the crystal plasticity parameters
is required.

6.2 Cohesive Zone Model of the Grain Boundary

Figure 6.7 shows the distribution of the normal stress at the grain boundary as
provided by the respective finite element simulation. A fracture criterion that is
independent of the stress distribution at the grain boundary is required to analyze
the fracture of a grain boundary. The cohesive zone modeling provides such a
description within the finite element framework [74]. In this section the cohesive
zone approach applied within the present work is described.

Description of the Applied Cohesive Zone Model

Since the thickness of a grain boundary is negligibly small, a constitutive law which
relates the traction directly to the separation of the crack surfaces was chosen. Such
a constitutive behavior is also called a traction-separation law which has three key
aspects:

• the elastic part without damage
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6 Determination of the Grain Boundary Strength

(a)

(b)

Figure 6.6 (a) Load-deflection response of a cantilever with the dimensions height :
width : length = 8.0 µm : 5.0 µm : 20.0 µm. The red lines represent the
deviations due to the variations of the initial hardening modulus of
±4000MPa. The black lines represent the deviations when the satu-
ration stress is varied by ±10MPa. (b) The evolution of the normal
stress at the center of the notch ground.
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6.2 Cohesive Zone Model of the Grain Boundary

Figure 6.7 Normal stress along the cantilever axis at the grain boundary at the
fracture load predicted by a finite element simulation.

• the initiation criterion that defines when damage starts

• the evolution of damage until complete failure

Figure 6.8 gives an illustration of the constitutive behavior of the bilinear traction-
separation law used within this work.

Figure 6.8 Representation of the traction-separation law applied within the
present work.

Both the tractions and separations have three components: one normal com-
ponent perpendicular to the surface and two shear components within the surface
following an orthonormal coordinate system. For the present case only the traction-
separation behavior normal to the grain boundary plane is considered since no shear
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6 Determination of the Grain Boundary Strength

deformation or failure at the grain boundary was observed in the experiments pre-
sented here. Within the finite element code ABAQUS the elastic part is assumed
to be linear elastic giving:

t = K · εδ = K · δ
e
, (6.1)

with t denominating the traction (i. e. stress) normal to the surface, δ being the
separation of the crack surfaces and the elastic interface stiffness in absence of
damage, K. The initial thickness of the cohesive layer is denoted by e and the
strain in the cohesive layer is denoted by εδ. Since the cohesive zone represents a
two dimensional surface with an infinitesimal thickness, e serves as a parameter for
the calculation of the interfacial stiffness and is set to unity.

Damage is initiated when the stress normal to the surface is equal to the initiation
traction, ti. The initiation of damage by shear deformation is prohibited by the
model used in this work since normal separation of the grain boundaries has been
observed to be the dominant failure mode. Potential consequences of the limitation
to normal damage initiation are briefly discussed at the end of this chapter. The
damage initiation criterion is expressed in terms of the normal stress, t:

t

ti
= 1. (6.2)

It is important to note that only tensile traction generates damage while compressive
stresses do not lead to the initiation of damage.

Finally, the evolution of damage needs to be specified. A damage variable, D,
represents the damage in the material where D = 0 is undamaged material and
D = 1 represents complete failure. The normal cohesive stress would be, t̄, if no
damage was present in the cohesive zone. This stress is reduced factor of (1 −D)
to calculate the actual cohesive stress after damage initiation, t:

t = (1−D) · t̄. (6.3)

Starting at the initiation point, (δi, ti), the traction continuously decreases until full
fracture is achieved at D = 1, thus t = 0. Thereby, the maximum separation (i. e.
the separation at complete failure) δf , is attained which is related to the fracture
energy, Gf . For the bilinear traction-separation law the damage variable is given as:

D =
δf(δ − δi)

δ(δf − δi)
(6.4)

where δf indicates the separation at complete failure. Following this approach the
fracture energy, Gf , is expressed as the area under the traction-separation curve:

Gf =
1

2
δf ti. (6.5)

Once damage is initiated the material response for unloading is linear elastic with a
reduced slope, K(1−D), compared to the initial slope during loading, K. Finally,
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6.2 Cohesive Zone Model of the Grain Boundary

the reloading of the material is subject to the linear elastic behavior with the same
reduced stiffness. It is important to note that the definition of damage for the
cohesive zone does not correspond to the definition of damage of the cantilever as
given in chapter 4. There, damage is described as the global loss of elastic stiffness of
a cantilever due to a crack at the grain boundary. Damage in terms of the cohesive
zone defines the local loss of load carrying ability at a cohesive element. Only if a
large number of cohesive elements are damaged the elastic stiffness of the cantilever
is reduced significantly.

Application within the Finite Element Framework

For each cantilever one cohesive layer was introduced at the position of the grain
boundary. The cantilever model was separated into three parts: the cohesive zone
representing the grain boundary, the supported part and the free part (see fig-
ure 6.9). These parts were tied together to ensure continuous displacement over the
grain boundary. The meshes of the supported part and the free part were created
analogously to the mesh used in section 6.1. The mesh for the cohesive zone was cre-
ated as an irregular mesh in order to prevent any influences of the mesh structure on
the failure. The elements were three dimensional 8-node elements (ABAQUS spec-
ification: COH3D8). The average edge length of the cohesive elements was half the
edge length of the continuum elements at the notch. From the traction-separation
law described previously, three parameters needed to be determined: the initial elas-
tic constant K, the fracture energy to describe the damage propagation, Gf , and
the traction at the point of damage initiation, ti. It is important to note that the
fracture energy is related to the separation at complete fracture by equation (6.5)
such that these parameters are not independent.

Figure 6.9 Integration of the cohesive zone into the cantilever.

The purpose of the cohesive layer is to provide a fracture criterion within the
simulation while the deformation properties are completely captured by the mate-
rial surrounding the grains. Therefore, the elastic interface stiffness, K, is chosen
such that the cohesive layer does not influence the deformation behavior of the can-
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6 Determination of the Grain Boundary Strength

tilever. A value of ten times the isotropic elastic modulus of the material ensures
a sufficiently high normal stiffness of the cohesive layer. Additionally, the cohesive
shear stiffness must be defined such that no shear deformations occur in the cohesive
layer. The elastic shear deformations in both shear directions of the cohesive layer
in absence of damage are described analogously to equation 6.1.∗ Therefore, the
corresponding stiffness constant, KS, applies for both shear directions and is set to
a value of ten times the isotropic shear modulus.

In chapter 4 it has been shown that the grain boundaries fail without a significant
decrease of the elastic stiffness of the cantilever prior to complete fracture. This
implies a small fracture energy for the grain boundary, i. e. grain boundary failure
is brittle. The determination of the fracture energy in terms of the cohesive zone
elements requires crack propagation measurements. Since this was not possible with
the present test setup a low value for the fracture energy has been selected. For
pure aluminum bi-crystals subject to liquid metal embrittlement crack extension
forces on in the range between 0.3 J/m2 and 3.0 J/m2 were found depending on the
misorientation of the grain boundary [75]. Here a value of 5.0 J/m2 was used in
order to ensure numerical stability of the simulations. The simulation was stopped
when the time increment of the quasi static simulation achieved its minimum value of
10−5 s. This was defined as the point of final, complete fracture for the corresponding
initiation stress since the quasi static simulations cannot account for the unstable
crack propagation.

6.3 Determination of the Initiation Stress for two
Representative Cantilevers

From the fracture experiments three representative cases can be identified: (a)
grain boundaries that fracture right after the onset of plastic deformation, (b) grain
boundaries where the fracture is initiated after extensive plastic deformation and
(c) grain boundaries that do not fracture. In order to assess the capabilities of the
method developed within this work it was applied to two cantilevers which represent
cases (a) and (b) and which will be called cantilever A and cantilever B, respectively.
The post mortem images of these specimens are shown in figure 6.10. It is worth
noting that cantilever A seems to be more strongly deformed than cantilever B.
This is basically related to the larger crack length of cantilever A and not to plastic
deformation, as can be seen from the load-displacement data given in figures 6.11
and 6.12. The geometry of the cantilevers is given in table 6.1.

The orientation of the grains under the notch of the cantilevers was measured
using EBSD prior to the fabrication of the specimens. The Cartesian coordinate
system of the EBSD system with reference to the cantilever can be described as
follows: the y-axis is parallel to the cantilever axis and the z-axis perpendicular to
the top surface of the cantilever (i. g. parallel to the indenter axis). The Eulerian
angles in Bunge notation [76] are given in table 6.2 for the respective grains together

∗The traction-separation behavior is uncoupled.
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6.3 Determination of the Initiation Stress for two Representative Cantilevers

(a) cantilever A (b) cantilever B

Figure 6.10 Cantilevers showing fracture (a) directly after the onset of plastic
deformation and (b) after pronounced plastic deformation.

cantilever H, µm L, µm B, µm d, µm a, µm

A 8.70 21.64 6.13 3.13 1.02
B 9.43 26.70 7.02 4.55 1.13

Table 6.1 Geometry of the cantilevers A and B. H is the cantilever height, L is the
cantilever length, B is the cantilever with, d is the position of the notch
center and a is the depth of the notch.

with the misorientation angle, θ, referring to a plane grain boundary with its normal
parallel to the cantilever axis. Both grain boundaries are high angle grain boundaries
with similar misorientation angles on the order of 50◦. It is important to note that
the misorientation angle is used for a coarse characterization of a perfectly plane
grain boundary while the inner structure of the grain boundary is not represented,
e. g. local deviations of the grain boundary orientation and particles on the grain
boundary plane.

The load-displacement data for cantilever A is given in figure 6.11. The grain
boundary of cantilever A fractured at a deflection of (1000± 50) nm. The de-
flection at the point of fracture was approximated with an initiation stress, ti,
of (620± 10)MPa assuming a constant fracture energy of 5 J/m2. Cantilever B
showed more plastic deformation prior to fracture at a deflection of (1800± 50) nm
(see figure 6.12). The deflection at the point of fracture was approximated with an
initiation stress, ti, of (600± 10)MPa when the fracture energy was held constant
at 5 J/m2. Hence, both grain boundaries fractured at similar initiation stresses
while the cantilever deformation prior to fracture was significantly different. This is
consistent with the fact that both grain boundaries showed similar misorientation
angles.
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6 Determination of the Grain Boundary Strength

cantilever grain ϕ1 Φ ϕ2 θ

A
support 148.9◦ 62.1◦ 46.2◦

47.5◦
free 152.4◦ 112.6◦ 55.9◦

B
support 209.4◦ 108.3◦ 218.3◦

51.5◦
free 87.0◦ 92.2◦ 0.3◦

Table 6.2 Orientations of the grains under the notch for cantilevers A and B in
terms of Eulerian angles (ϕ1,Φ, ϕ2) in the Bunge notation. The label
“support” denotes the orientations of the grains close to the supported
end, the label “free” denotes the orientations of the grains close to the
free end of the cantilever. θ is the misorientation angle of the grain
boundary.

Figure 6.11 Load-displacement data of cantilever A. The cantilever failed at
1000± 50 nm. The initiation stress, ti has been adjusted to match
the displacement at failure while the fracture energy was kept con-
stant at 5 J/m2.
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6.3 Determination of the Initiation Stress for two Representative Cantilevers

Figure 6.12 Load-displacement data of cantilever B. The cantilever failed at
1800± 50 nm. The initiation stress, ti, has been adjusted to match the
displacement at failure while the fracture energy was kept constant at
5 J/m2.

It is important to note that the simulations did not account for the final frac-
ture process; the rapid failure of the grain boundary negates an analysis of crack
propagation. Instead the time increment of the quasi static analysis was reduced
down to a minimum value of 10−5 s prior to complete fracture. This last point of
the simulation is defined as point of fracture for a simulation within this work.

In order to investigate the influence of the fracture energy on the results, the
fracture energy was varied by ±1 J/m2 for both cantilevers while the initiation stress
was kept constant at 620MPa and 600MPa, respectively. For both cantilevers an
increase in fracture energy shifted the final fracture in the simulations to larger
values of cantilever deflection. Accordingly, the lower fracture energies shifted the
final fracture to lower cantilever deflections. A variation of the fracture energy of
20%, as given in figure 6.13, results in a variation of the deflection at fracture on the
order of 10%. The cohesive model is more sensitive to a variation of the initiation
stress as can be seen from the fact that a variation of the deflection at fracture on
the order of 10% is caused by a variation of the initiation stress by approximately
2%, as given in figures 6.11 and 6.12.

One possible reason for the significantly different deformation behavior of the
cantilevers could be the cantilever geometry. The position of the notch, d, relative to
the cantilever length, L, was d

L = 0.14 for cantilever A and d
L = 0.17 for cantilever B.

The difference between these relative positions is not expected to influence the
fracture behavior significantly. In turn, the analysis of the fracture stress by the
method developed within this work includes effects of the cantilever geometry, which
is a major advantage.

Another possible reason for the differences in the deformation behavior between
cantilever A and B might be related to different stress distributions at the grain
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(a) cantilever A

(b) cantilever B

Figure 6.13 Load-displacement data of (a) cantilever A and (b) cantilever B for a
variation of the fracture energy, Gf , between 4 J/m2 and 6 J/m2. The
initiation stress was 620MPa for cantilever A and 600MPa for can-
tilever B. In figure (b) the simulation for a fracture energy of 4 J/m2

stopped before the increment was broken down for unknown reasons.
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boundary. In order to investigate possible influences of the stress distribution, the
initiation criterion and the damage in the cohesive zone were considered together
with the distribution of the normal stress along the cantilever axis in the grain close
to the supported end of the cantilever. An initiation stress of 620MPa and a fracture
energy of 5 J/m2 were chosen for the following simulations of cantilever A. Damage
was initiated at a deflection of 750 nm. The value of the damage initiation crite-
rion for the cohesive elements along the grain boundary is shown in figure 6.14(a).
Damage was initiated at the notch ground when the initiation criterion attained a
value of 1. This is consistent with the stress distribution in terms of normal stress
along the cantilever axis at the grain boundary as depicted in figure 6.14(b). The
stress distribution was not symmetric with respect to the center of the cantilever.
Probably, this is caused by the anisotropic deformation of the grains and that the
fact that the indenter was not positioned at the center of the cantilever axis. This
underscores the importance of a three-dimensional simulation with an accurate rep-
resentation of the position of the indenter and the use of an anisotropic material
model. After damage was initiated a damage zone was formed around the locus of
initiation at the notch ground, as can be seen for the last increment of the simulation
shown in figure 6.14(c), which provides the final state prior to complete fracture.
In this case damage approaches the maximum value of 1. The stress distribution at
the grain boundary at the moment of fracture is shown in figure 6.14(d).

For the following simulations of cantilever B an initiation stress of 600MPa and
a fracture energy of 5 J/m2 were chosen. Damage in cantilever B was initiated below
the notch ground, as can be seen in figure 6.15(a). The initiation of damage started
at a cantilever deflection of 1060 nm. The stress distribution of normal stresses
along the cantilever axis at damage initiation is shown in figure 6.15(b), providing
its maximum below the notch ground. Moreover, a local maximum was found even
further below the center of the notch ground. Such a stress distribution is likely to
be caused by the anisotropic deformation of the grains. At the last increment of the
simulation, a damage zone was found around the locus of primary damage initiation
(see figure 6.15(c)). The stress distribution at the grain boundary within the last
increment of the simulation is given in figure 6.15(d).

It is worth noting that the normal stress in the crystal sections close to the
damaged zone was up to 10% higher than the normal stress of the cohesive zone.
This could be caused by inaccuracies in the formulation of the cohesive elements
in combination with the visco-plastic material used for the crystal plasticity formu-
lation. Moreover, it is important to note that the maximum accumulated plastic
strain in the cantilever was locally on the order of 30% for both cantilevers A and
B. Accumulated plastic strains beyond 20% result in an extrapolation of the of the
material response beyond the limits of the determination of the crystal plasticity
parameters given in section 5.3. Figure 6.16 shows that the region where the plastic
parameters were extrapolated was located at the notch ground. The local stress
distribution can be affected by this model depending on the accuracy of the extrap-
olation. However, the extrapolated material behavior only affects small regions such
that no significant influence on the global load-displacement behavior is expected.
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(a) (b)

(c) (d)

Figure 6.14 Cantilever A: (a) Initiation criterion and (b) stress distribution in the
material adjacent to the grain boundary at the moment of initiation.
(c) Damage and (d) normal stress distribution at the grain boundary
for the last increment of the simulation.
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(a) (b)

(c) (d)

Figure 6.15 Cantilever B: (a) Initiation criterion and (b) stress distribution at
the grain boundary at the moment of initiation. (c) Damage and (d)
normal stress distribution at the grain boundary for the last increment
of the simulation.
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(a) cantilever A (b) cantilever B

Figure 6.16 Regions of the material in the grain close to the supported end where
the plastic deformation is extrapolated (red domains, γ̄ > 20%) for
cantilevers A and B.

This analysis of the stress distribution at the grain boundary depends on the
crystal plasticity model used for the simulations and the related boundary conditions
at the grain boundary. For the present analysis a continuous displacement over
the grain boundary, in absence of complete damage, has been assumed. Other
boundary conditions at the grain boundary can significantly influence the stress
fields, e. g. the zero shear condition perpendicular to the interface which makes the
grain boundary a perfect obstacle to dislocations [77]. Furthermore, possible effects
of strain gradients on the stress distribution are neglected within the present model.
These effects are subject to current research activities [78, 35]. Moreover, particles
and or precipitates on the grain boundary alter the stress field in the vicinity of
the grain boundary locally. Finally, the actual structure of the grain boundary may
deviate from the assumption of a perfectly plane boundary.

In conclusion, the model used in the present analysis sufficiently approximates the
plastic deformation of the grains in the present model, although, it is not expected
to provide an exact representation of the stress field at the grain boundary. The
initiation stress in terms of the cohesive zone model is, thus, related to the inner
structure of the grain boundary and possible effects of the boundary conditions and
strain gradients.

Summary

• The adjusted model of crystal plasticity can be successfully transfered from
micro-columns to micro-cantilever specimens.

• The cantilever model has been extended by a cohesive zone for investigations
into fracture parameters.
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• The method presented here for grain boundary fracture analysis of single brit-
tle grain boundaries in ductile metals has been applied to two cantilever spec-
imens with significantly different deformation characteristics but similar mis-
orientations of the grain boundary of interest. Despite the differences in the
deformation behavior, the method identified similar damage initiation stresses
for both grain boundaries.

• The cohesive zone model for brittle fracture is more sensitive to the initiation
stress than to the fracture energy. Therefore, the initiation stress was adjusted
for the brittle fracture of the grain boundary while the fracture energy was
held constant at 5 J/m2.

• The crystal plasticity model approximates the plastic deformation of the grains
with sufficient accuracy to determine the initiation stress in terms of the cohe-
sive zone model. This initiation stress is related to the inner structure of the
grain boundary and possible effects of the boundary conditions at the grain
boundary and strain gradient effects.
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7 Conclusions

Within the present work a method for the separation of single grain boundaries in
plastically deforming metals has been presented. Notched micro-cantilever speci-
mens were fabricated from the aluminum-lithium alloy 2198 using focused ion beam
milling with a gallium ion source. The specimens were fabricated with a U-notch
placed at the boundary of interest close to the supported end of the cantilever. The
FIB fabrication lead to the embrittlement of the grain boundaries which helped to
increase the number of successfully tested specimens; a great benefit for the devel-
opment of the method. Using a nanoindenter the cantilevers were bent to fracture.
The cantilevers were deformed plastically and no significant decrease of the elastic
stiffness was found prior to fracture. It can be concluded that the fracture of the
grain boundaries is brittle while all permanent deformation of the cantilevers can
be attributed to the plastic deformation of the grains. Making use of a finite ele-
ment model including an isotropic elastic constitutive law, specimens with varying
geometries were compared to each other. In the analysis of the specimens it was
found that the actual lateral stiffness of the indenter must be included in the finite
element simulations to provide accurate results.

In order to capture the anisotropic plastic deformation of the grains a crystal
plasticity finite element model was applied. It has been shown that in technical
alloys, where single crystals of the respective tempers are usually not available, the
parameters for the crystal plasticity model can be successfully determined by using
a hybrid approach combining micro-compression tests and finite element simulations
incorporating the material model. However, further investigations are required since
no match between experiment and simulation could be achieved for the specific case
when a [1 1 1] crystal orientation is aligned with the column axis.

The crystal plasticity model adjusted from micro-compression experiments has
been transfered to the oligo-crystalline cantilevers. The finite element simulations
predicted the deformation behavior of these cantilevers both globally, as shown by
the load-displacement curves, and locally, as shown by the DIC measurement of
the displacement field. Thus, it is possible to use crystal plasticity parameters
determined from micro-compression experiments to predict the deformation of a
micro-cantilever.

Finally, the finite element simulations of the cantilevers were extended by a
cohesive zone. The initiation stress at the grain boundary was adjusted in terms
of the traction-separation law of the cohesive zone. The simulations were more
sensitive to the initiation stress for fracture than to the fracture energy. Therefore,
the fracture energy was assumed to have a low constant value. This is consistent with
the fact that no propagation of a grain boundary crack could be measured from the
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experiments. However, such measurements would be required for the determination
of the fracture energy in terms of the cohesive zone model.

The methodology presented within this work can be used to investigate the
fracture properties of a specific single grain boundary. The anisotropic plastic de-
formation of the grains adjacent to the grain boundary of interest is sufficiently
described within this model to determine an initiation stress for a specific grain
boundary in terms of a cohesive zone model. This initiation stress is related to the
inner structure of the grain boundary and possible effects of strain gradients and
boundary conditions at the grain boundary.

In the future such experiments may assist in investigations of the influence of
the structure of grain boundaries in technical alloys on the fracture behavior [2] and
in the research of liquid metal embrittlement of grain boundaries [75, 79]. For such
investigations the determination of the fracture energy depending on the charac-
ter of the respective grain boundary is important. This requires experiments with
measurable crack propagation. Possibly, this can be achieved by using trapezoidal
cross-sections of the cantilevers which provide increasing crack widths with increas-
ing crack lengths. Moreover, the methodology can be extended to investigate the
influence of shear stresses on the failure of grain boundaries. However, any influence
from the ions used during the FIB preparation of the specimens on the grain bound-
ary properties must be avoided. Hence, for aluminum alloys the gallium source must
be replaced. A good candidate is a xenon plasma source which is currently under
development.
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bei der Umsetzung der Simulationen. Bei Frau Julia Hütsch und Frau Petra Fischer
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